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One finds at the end of the second volume of the analytic Works of Mr. Euler,
printed in Petersburg in 1795, a Memoir entitled: Solutio quarundam quaestionum dif-
ficiorum in calculo probabilitatum.' These questions revolve on the lottery of Genoa,
which has been since imitated at Manheim, at Paris, at Berlin & in other cities of Eu-
rope, in which out of 90 tickets marked with numbers? 1, 2, 3, ...90, one draws 35
of them at some fixed periods. Mr. Euler supposing any number n tickets, of which
one draws at each time a number p, & which one puts back again into the urn which
contained them, seeks the probability that in a given number of coups one will have
brought forth all n numbers, the probability that one will have brought forth (n — 1)
numbers at least, the probability that one will have brought forth (n — 2) numbers at
least &c. Has igitur quaestiones, says Mr. Euler, utpote difficillimas hic ex principiis
calculi probabilitatum iam pridem usus receptis resolvere constitui. Qui in huiusmodi
investigationibus elaborarunt, facile perspicient resolutionem harum quaestionum cal-
culos maxime intricatos postulare, quos autem mihi beneficio certorum caracterum
superare licuit.> The analysis of which Mr. Euler makes use in this Memoir is very
ingenious & worthy of this great geometer, but as it is a little indirect & as it would not
be easy to apply it to the general problem of which this one is only a particular case, I
have undertaken to treat the thing directly according to the theory of combinations, &
to give to the question all the extent of which it is susceptible.

§ 1. Let a regular prism of which the number of faces are P, among which there

*Translated by Richard J. Pulskamp, Department of Mathematics & Computer Science, Xavier Univer-
sity, Cincinnati, OH. December 21, 2009

TRead to the Academy 18 June 1795.

YOpuscula Analytica Vol. 11, 1785, p. 331-346.

2Translator’s note: The word used is “numéro.” This signifies a number used in the sense of a label.

3Translator’s note: We have here in the first sentence an extract from the first paragraph of Euler’s paper
(E600). “Therefore here I have decided to resolve these questions, inasmuch as they are the most difficult
ones, from the principles of the calculus of probability, which have long since been accepted by practice.” It
is followed by most, but not all of the first sentence of the second paragraph. “Everyone who has carefully
labored in investigations of this sort, easily will observe the solution of these questions to require the most
intricate calculations, but which by benefit of certain characters, it is permitted by me to have the upper hand.



are ¢’ marked 1, o’ marked 2, o’/ marked 3, ...a(™ marked n, one demands the
probability that at the end of a number = coups one will have brought forth all the

kinds of faces. The probability that 1 will not come at all is = (P%“/) , therefore the

probability that 1 will come with or without 2 is 1 — (P%) . The probability that 2

" x
will not come at all is = (P - ) , the probability that neither 1 nor 2 will come is =

P—a —a"
P

where all the numbers are found except 2, the second gives the number of combinations
where neither 1 nor 2 is found. If one subtracts this number of combinations from the
preceding, one will have the number of combinations where 1 is found without 2; thus

P—a” :v_ P—a'—a”
P P

subtracts this probability from that which 1 will come with or without 2, there will
remain for the probability that one will bring forth 1 & 2,

) P—d\" P—ad" x+ P—a —ad"\"
P P P '

This formula expresses thus the probability that 1 & 2 will come with or without

) . The first of these probabilities gives the number of combinations x by z

) expresses the probability that 1 will come without 2. If one

3, now (P _P“m) expresses the probability that 3 will not come at all, that is to say

’ 1" z
it gives the combinations where all the numbers will come except 3; (P*“T*“>

expresses the probability that neither 1 nor 3 will come, that is to say it gives the
combinations where all the numbers will come except 1 & 3; subtracting this num-
ber from the preceding one has the combinations where 1 is found & not 3, therefore

nr x ’ "’ i
(P%) — (P"‘%) expresses the probability that 1 will come without 3, next

" " z . . . . .
(P’“%> expresses the probability that neither 2 nor 3 will come, that is to say it

’ " "
P—a —a —a

x
gives the combinations where neither 2 nor 3 is found; ( ) expresses the

probability that neither 1, nor 2, nor 3 will come, that is to say it gives the combina-
tions where neither 1 nor 2 nor 3 is found. Subtracting this number from the preceding

" 1" z
one has the combinations where 1 is found without 2 or 3, therefore(HT_“)

’ 1" 1" z
— (P*“*#) expresses the probability that 1 will come without 2 or 3; now

subtracting from the number of combinations where 1 is found & not 3, the one where
1 is found without 2 or 3, there will remain the number of combinations where 1 & 2
is found without 3, therefore

P —q" z P—a —a" z P—a' —a" z N P—d —a"" —=a" z
P P P P

expresses the probability that 1 & 2 will come without 3; if one subtracts this prob-
ability from the one that 1 & 2 will come with or without 3, there will remain the




probability that 1 will come with 2 & 3 =
P—d\” P—a'\" P—a"\" P—d —a"\"
1- - - + | —
(50) - (57) - (50) ()
P—da —a”\® P—a —a"\* P—ad —a' —a"\®
() ) ()

This formula expresses the probability that 1, 2 & 3 will come with or without 4;

v\ T
now (P’T“) expresses the probability that 4 will not come at all, that is to say it gives

P—a'—a"
e

probability that neither 1 nor 4 will come, that is to say it gives the combinations where
all the letters can be, except 1 & 4; subtracting this number from the preceding, one has

v % r_ v\ T
the combinations where 1 will be found, but not 4, therefore (P Seh ) - (P 5 )

x
the combinations where all the numbers can be, except 4; ( ) expresses the

expresses the probability that 1 will come without 4, next (W) expresses the

probability that neither 2 nor 4 will come, that is to say it gives the combinations where
’ 12 iv\ L

it will be wanting 2 & 4; (P’a’#) expresses the probability that neither 1 nor 2

nor 4 will come, that is to say it gives the combinations where 1, 2 & 4 will be wanting.
Subtracting this number from the preceding, one will have the combinations where 1

. . iV z P SN Ve 1 T
will be found without 2 or 4, therefore P“#a — P‘I# expresses the

probability that 1 will come without 2 or 4; subtracting these combinations from those
where is found 1 without 4 with or without 2, one will have those where 1 is found
with 2 without 4, therefore

P—aiv r P—a/—aiv r P—a"—aiv z+ P—a’—a”—aiv *
P P P P

" iv) T
expresses the probability that 1 will come with 2 without 4; moreover (P*“T*“)

expresses the probability that neither 3 nor 4 will come, that is to say it gives the

P—a' —a'" —aV

combinations where 3 & 4 will be wanting; ( ) expresses the probability

that neither 1 nor 3 nor 4 will come; subtracting this number from the preceding, one

2 v\ T
has the combinations where 1 will be found without 3 or 4, therefore (P’“%) -

(W) expresses the probability that 1 will come without 3 or 4; finally

" 11 v\ T eye . . .
(P”_#) expresses the probability that neither 2 nor 3 nor 4 will come, that is

P xT
P_a/_a//_a///_al\
NI,
expresses the probability that neither 1 nor 2 nor 3 nor 4 will come. Subtracting this
number from the preceding, one will have the combinations where 1 comes without 2,

1" 1t v ! 17 1’
P—a"—a""—a" P—a'—a"—a"""—a"

3 or 4; therefore <f — (f) expresses the probability

to say it gives the combinations where 2, 3 & 4 will be wanting; (

that 1 will come without 2, 3 or 4. Subtracting this probability from that which 1 will
come without 3 or 4, one will have the probability that 1 will come with 2 without 3 or



P_a///_aiv r P_a/_a///_aiv r
P P '
Pfa”fa”’—aiv $+ P—a'—a”—a"lfaiv ¥
P P

Subtracting this probability from that which 1 will come with 2 without 4, one will
have the probability that 1 will come with 2 & 3 without 4 =

P—aV ’ P—a —dV ’ P—a’ —dV ’ P—a" —dV ’
P -\ )\ ) P

N P—a/—allfaiv $+ Pfa’fa’”faiv er P—a’lfa/”—aiv *
P P P

. x
P—d —a' —a" —qaV
P

Subtracting this probability from that which 1 will come with 2 & 3 with or without 4,
one will have the probability that 1, 2, 3 & 4 will come together =

Mr. de Moivre is arrived to the same results in his Doctrine of chances.

The analogy is now evident, & one sees that if one calls A’ the sum of the terms
which one obtains by subtracting from P the combinations of ¢, a”, &c. a™ one by
one, A” the sum of the terms which one obtains by subtracting from P the sum of
the combinations of the same quantities taken two by two, A"’ the sum of the terms
which one obtains by subtracting from P the sum of the combinations of the same
quantities taken three by three, & in general A the sum of the combinations of the

) P—d z N P—a —a" x P_a/_a//_aiv x+ P—a —a" —a"
P P P P

. x
alV )



same quantities taken n by n, one will have for the probability that 1, 2, 3, ... n will
have exited at the end of = coups
1— A+ A" — A" + AV &e. £ A,

§2.If one makes now o’ = a” = a"--- = a(® = 1, the preceding formulas
will give us the solution of the problem that Mr. Euler treats in first place & that Mr.
de la Place has treated in T. 6. of the Mémoires des Savans étranges presented to
the Academy of Sciences of Paris.* One has in this case here, by virtue of the first
principles of the doctrine of combinations, the probability that all the numbers of the
lottery will have exited at the end of = coups =

1_n<P;1>$+n(1;; 1) (P;2>x_n(n —1.12).(;—@ (P;?;)I &C.i<P;n>x.

It is necessary now to substitute into this formula for (b)x, (%)w &c. their

P
values. Now (£51)" expresses the probability that in = coups a number for example o

will not exit; as one draws p tickets at each coup, the number of all possible cases results
from the combination of n things taken p by p, of which the result must be raised to z.

n(n—1)(n—2)---(n—p+1) ) z
123.p

& the number of cases where 1 is not found, results from the combination of n — 1

(n—l)(n—zw-(n—p))m
1.2.3..p :

Therefore by the general rule of probabilities, the probability that in  coups the number
. . . o (n—1)(n—2)---(n—p) & _ n—p\Z . . P_o\T
1 will not exit will be = (n(n_l)(n_m“_(n_ppﬂ)) = (®2)". Likewise (£52)
expresses the probability that in 2 coups, two numbers, for example 1 & 2, will not exit;
now the number of possible cases being always the same, the number of cases where 1
& 2 will not be found, results from the combination of n — 2 things taken p by p, this
(n=2)(n=3)--(n—p—1)
1.2.3.p

This number is therefore by the doctrine of combinations = (

things taken p by p. This number will be by the same rule = (

number is therefore = ( ) , therefore the sought probability will

be =

(=23 (m-p-1)\ _((n-p)n—p-1)°
nn—1)n—-2)---(n—p+1) n(n —1) '

Next (%)m expresses the probability that the three numbers 1, 2, 3 will not exit;

now the number of cases where 1, 2, & 3 are not found, results from the combination

of n — 3 things taken p by p namely (("73)("1_72%:";”7]” 72)) , therefore the sought

probability will be =

( (n=3)(n—-4)---(n-p-2) )@Z ((n—p)(n—p—l)(n—p—%)gﬂ
nn—1)mn-2)---(n—p+1) n(n—1)(n—2) '

One will find likewise

() =Gt o) - Ga e taes)

4 “Mémoire sur les suites récurro-récurrentes et sur leurs usages dans la théorie des hasards,” Mém. Acad.
R. Sci. Paris (Savants étrangers) 6, 1774, pages 353-371.



The law is now rather clear. Substituting therefore these values, our formula will be-
come

pon (=D =2)(n=p) " nin=1) (n=n=3) (n-p-1)
nn—1)n-2)---(n—p+1) 2
nn—1)(n-2)( (n=3)(n—4)---(n—p—2) m&
2.3 nn—)n—-2)-(n—p+1)) °
This is the formula that Mr. de la Place finds. According to that which we just saw, one
can set it under the following form which is much simpler.

. (n np>f . n(n; 1) ((n fiﬁff_fi 1))90
an=1)(n-=2) ((n=p)(n—p-1)(n—p—-2)\"
1.2.3 ( n(n—1)(n—2) >

nn—1)(n-2)(n-3) ((n—p)(n—p-1)(n-—p-2)(n—p—3)\"
- 1234 ( n(n —1)(n—2)(n—3) > &e.

For that which regards the arithmetic calculation of these formulas, one will consider

that ”
T (" p)
=n
1

_ n—l n—p-—1)
n—1 ’
A”’i (n—2) (n—p—2
A n—2
AV n—p—3
A/// 3

& in general

AN (n=X) (n—p—X\"
AC-D T a1 U n-a )

In A’ —lnn—i-xln(%),
In A" =InA’ —|—ln( ) +zln (LH)
2 )

n—1
In A =1n A”Jrln(” 2) +zln (”;752_2 &ec.

In AM=1n AA-D 4 1n (i;’l\) + zln (%) .

Therefore

Let as in the lottery of Berlin n = 90, p = 5, & make z = 100, we will have A =
0.29640, A” = 0.04066, A" = 0.00344, A™ = 0.00020, therefore

1— A + A" — A + AY &c. = 0.74102.

Make x = 200, we will have A’ = 0.000976, 1 — A’ = 0.999024. There are therefore
nearly odds of three against one that all the numbers will have exited at the end of 100

nn—1)n-2)---(n—p+1)



drawings, & nearly odds of one thousand against one that all the numbers will have
exited at the end of 200 drawings, as Mr. Euler finds it. If one would wish to know
what is the number of coups where one can wager even that all the numbers will have
exited, one would find this number between 85 and 86, so that there is advantage to
wager that all the numbers will have exited at the end of 86 drawings, & disadvantage
to wager that all the numbers will have exited at the end of 85 drawings. The exact
number is nearer 85 than 86.

§ 3. Supposing the same things as in § 1. one demands the probability that at the end
of x coups one will have brought forth at least n — 1 kinds of faces. Reasoning always

P—a' —a"
—p

) is the probability that in x drawings neither

P—a'—a" T
P

in the same manner, I say: (

1 nor 2 will come, therefore 1 — expresses the probability that of the

. . o\~ o\ 7T
two numbers there will exit at least one, (P“#“) — (P“#) expresses

_ (P—al—a”—a/”)x ex-
P
presses the probability that 1 will come without 2 or 3. Subtracting these two probabili-

P—d —a'\% P—dad —a’ —a"\%
ties from the first, one will see that 1— (L;a) +2( a4 Pa ¢ )

P—a —a" z
(=)

P—ad —ad"\*

P
expresses the probability that of the three numbers there will exit at least two of them,
since 1 & 2 must necessarily exit together or separately, & since 1 must come with 2 &
3 together or separately, & 2 with 1 & 3 together or separately.

1"

One finds likewise that (W) — (%) expresses the probabil-

x
111
a

the probability that 2 will come without 1 or 3, (P _a;;_

’ iv z ’ " iv z
ity that 3 will come without 2 or 4; that (P"’T’“) — (P’a’#) expresses the

" iv\ T / " iv\ L
probability that 2 will come without 1 or 4; that (P’“P —a ) — (P’a —2 —d ) ex-

P
Pea —a' —a" ) x

presses the probability that 1 will come without 3 or 4. One finds again that ( -

/ " 1" v\ T 1. . .
W) expresses the probability that 3 will come without 1 or 2 or 4;

Pea'—a" —a" r Pea'—a —a"" —aV T o .
that { ——F—") — (—*—%5"—") expresses the probability that 2 will
P_a//_a///_ai\' z P_a/_a//_a///_ai\' z

come without 1, 3 or 4; that (# — (#> expresses the

probability that 1 will come without 2, 3 or 4. Therefore by subtracting these proba-
bilities two by two, one will have the following expressions:

P—ad —a"\" P—d—a" —a"\" P—d —a" —a"\"
P P P

H x
P—da —a' —a" — gV
+ =

P



the probability that 2 will come with 3 without 1 or 4;

P—dad — v T P—d —a' —a T P—a' —a" =gV z
P P P

the probability that 3 will come with 1 without 2 or 4;

P—a" —aV z P—a' —ad" — g z P—d —d" —aV z
() (=) (=)

H T
P—d —a' —a" —a
+ =

the probability that 1 will come with 2 without 3 or 4.

Indeed, if the probability that 2 will come without 1 or 4 with or without 3, one takes
off the probability that 3 will come without 1, 2 or 4, there remains the probability that
2 will come with 3 without 1 or 4, & it is the first of our three new formulas. The
two others are obtained precisely in the same manner. If one subtracts now these three
formulas from the first which expresses the probability that at least two of the three
numbers 1, 2, 3 will exit, it is easy to see that which remains. These three numbers
furnish three combinations two by two 1, 2; 1, 3; 2, 3.

Now 1, 2 can not come without 3 or 4, by virtue of subtracting it from the third
formula; 1, 3 can not come without 2 or 4, by subtracting it from the second; 2, 3 can
not come without 1 or 4, by subtracting it from the first. Therefore the formula

) P—dad —a I+2 P—da —a" —a"\* 3 P—da —a' —a" — gV 3
P P P

P_a/_a///>$+2(P_a/_a,/_aiv)a:

P

P—a’—ai" x+2 P_a//_a///_aiv z
P P

P—a —a" $+2 P—ad —a" — v &
P

expresses the probability, that of the numbers 1, 2, 3, 4 there will exit at least three of
them. These four numbers taken three by three form the following four combinations,
1,2, 3; 1,2, 4; 2, 3, 4. It is necessary to seek the probability that each of these com-
binations will come without the two other numbers, for example that 1, 2, 3 will come
without 4 & 5, & subtracting these four probabilities from the probability that we just



found, one will have the probability that of the numbers 1, 2, 3, 4, 5 there will exit at
least four of them, since there must exit at least three of the first four, & since any of
the combinations three by three of these first four can not come without bringing forth
at least one of the two other numbers. Now, in order to find the probability that 1, 2, 3
will come without 4 & 5, it is necessary to seek the probability that 1, 2 will come
without 4 or 5 with or without 3, & by subtracting the probability that 1, 2 will come
without 3, 4 or 5. Now the probability that 1, 2 will come without 4 & 5 is by that
which precedes,

P—av—q¥ T P—d —a¥—a T P—d —dv —q¥ “L+ P—d —da —d¥ —a T
P P P P ’

In order to have the probability that 1, 2 will come without 3, 4 or 5, it is neces-
sary to seek the probability that 1 will come without 3, 4 or 5 with or without 2, & by
subtracting the probability that 1 will come without 2, 3, 4 or 5. Now the probabil-

ity that 1 will come without 3, 4 or 5 is by that which precedes (P"‘W#) —

/ " iv v\ 7T " " iv v\ T
((£=e=efi=a"=a")", & the probability that 1 will come without2, 3, 4 or 5 is (£="=e7/=a"=a" )

/ " " iv 4
(P—a —a'’ —a"""—d"—a"

- ) . Therefore the probability that 1, 2 will come without 3, 4 or

P_a///_aiv_av z P_a/_a///_aiv_av T
P P

. T : T
(P_a//_a///_alv_av) +(P_a/_a//_a///_a1v_av>

5is

P P

& the probability that 1, 2, 3 will come without 4 or 5, is =

P—d¥ —a x P—da —d¥ —a’ z Pd —d —a¥ —q x Pod —a' —a" —av —a’ z
(P (Bt (Bt (rovney
Pfa"faivfavx Pfa’fa”'faivfavw
ey I G
P—ad" —adv —a’ z P_ad' —ad" —dv —a K
B A
One will have likewise the probability that 1, 2, 4 will come without 3 or 5 =
P—ad" —q’ z P—ad —a" —a¥ r P—ad —a’"—ad" —q z P_a/_a//_a///_aiv_av z
() () () ()
Pd —a" —a'\* Ped—ad" —a¥ —a’'\"
() ()

Piamiaiviav w+ P—a”—a”/—aivfav €T
P P




One will have likewise the probability that 1, 3, 4 will come without 2 or 5 =

P_a/l_av z P_al_a/l_av I+ P_a/_al/_a///_av z P_a/_a//_al//_aiv_av T
P P P P
P—dad —a" —a'\* Ped —a' —a¥ —a'\"
() ()
P—a" —ad¥—a'\" P—a —a" —a¥ —a"\"
() ()
One will have likewise the probability that 2, 3, 4 will come without 1 or 5 =
P—ad —a’ r P—ad —a’ —a $+ P—ad —ad'"—ad" —qa r P_a/_a//_a///_aiv_av z
P P P P
P—d—-d" —-a I+ P—d —d' —ad¥—a z
P P
P—d —ad¥—a'\" P—d —a" —a¥—a"\"
() ()

The sum of these four probabilities will be therefore

P—ad —a x P—dad —a' —a" T
= ) —4
(=) (=)

3 P—d —a" —ad" —a'\* A P—dad —a" —ad" —adv—a z
P P

P—a' —a'\* P—d —a" —a"\* P—d —da —a¥ —q z

) 2 e +3 -

N P—d" —a 173 P—da —ad¥ —a x+3 P—d —a" —d¥ —a &
P P P

N P_aiv_av z P_a//_aiv_av I+3 P_a//_a///_aiv_av z
P P P

10



& by subtracting it from the preceding formula, one will have the formula,

1— (P—a'—a” )1,’ + 9 (P—a'—a”—a’”)m
P P
P ’ " " iv\ T P ’ " " iv v\ T
_3( —a —a’'—a —a) +4( —a —a’'—a —a—a)

P P

_ P—a —a'" & +2 Peda —a —a" r _3 Poda —a’—a" —a" &
P P
P / v\ T " v\ T / " iv v\ Z
_ —a' —a ) P—a'—a"—a -3 P—a'—a"—a"—a
P P P
_ P—a' —a¥ z +2 P—a 7a///7aiv T _3 Pfa,'falufai"fav T
P P P
P*a//fa,,/ z 2 P*alfa//,fav z
- P + P

which expresses the probability that of the numbers 1, 2, 3, 4, 5 there will exit at least
four of them.

The analogy is now evident, & one sees that by conserving the denominations of §
1 one will have for the probability that in  coups one will have brought forth at least
n — 1 kinds of faces =

1— A" 424" —3AY 4 44" — 5AY + 6A &c.
§4.Ifa = b = c = d =&c.= 1 one will have by the theory of combinations,’ the

probability that out of n numbers one will have brought forth at least n — 1 of them in
x coups=

1_n(nl; 1) (P;Q)”‘Jr 2n(n —1;)':(;1—2) (P;?))’”
_3n(n—1¥721.?:42)(n—3) (19;4)“”+ 4n(n—11?.-.-5(n—4) (P;5)“’ .

& by setting for (%) , (%)T (%)m &c. the values found § 2. one will have
this probability =

=1 ((=pn-p-DY
1.2 n(n —1)
L2 —Yn=2) ((n-pn—p-Ln-—p-2) ’
1.2.3 n(n—1)(n —2)

- D -2)(n-3) ((1—p)n-p-3)\"

1.2.3.4 n(n—1)(n —2)(n — 3) '

STranslator’s note: a = a', b = a’’, ¢ = o', d = a'?, ... Trembley repeatedly uses this alternate
notation.
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This is that which Mr. Euler finds.

§ 5. Supposing always the same things as in § 1. one demands the probabil-
ity that at the end of = coups one has brought forth at least n — 2 faces. I rea-

son always in the same manner, & I say: (W) is the probability that
P—a'—a”’—a'"’ ¢
P
expresses the probability that of the numbers 1, 2, 3 there will exit at least one of
them. In order to have the probability that of the numbers 1, 2, 3, 4 there will exit
at least two of them, it is necessary to subtract from the preceding probability the
probability that one of the numbers 1, 2, 3 comes without one of the three others.
Now the probability that 1 will come without 2, 3 or 4 is by that which precedes

P x
(P*G”*Cl”lfaw _ Ped —a’—a" —a"
P P

there will come neither 1 nor 2 nor 3 in x drawings, therefore 1 — (

) ; the probability that 2 will come without

’ " v\ L ’ " 1" iv z
1,3o0r4is (W) — (P""“%) ; the probability that 3 will come

. . P—a,—a”—aiv z P—a/—a”—a'”—aiv z
without 1, 2, or 4 is B — B . Therefore

expresses the probability that of the numbers 1, 2, 3, 4 there will exit at least 2 of
them. In order to have the probability that of the numbers 1, 2, 3, 4, 5 there will exit
at least three of them, it is necessary to subtract from the preceding probability the
probability that each of the six combinations two by two of the numbers 1, 2, 3, 4 will
come without the three other numbers. Now by that which precedes, the probability
that 1, 2 will come without 3, 4 or 5 is

P_a///_aiv_av B P_a/_a/l/_aiv_av &
P P

. T : x
P—da —a" —a¥ —q' N Ped —a' —d" —a¥ —q
P P '

The probability that 1, 3 will come without 2, 4 or 5 will be

P—ad" —a¥—a'\" P—d—a —a’" —a'\"
P P

. T : x
(P_a//_&///_alv_av) +<P_a/_a//_a//l_a1v_av>

P P

12



The probability that 1, 4 will come without 2, 3 or 5 will be

P—dad —a" —a'\* Ped —da' —ad" —a"\*
P P

<Pa//a1//a1vav) +(Zjala//a///awav>

P P

The probability that 2, 3 will come without 1, 4 or 5 will be

P_a/_aiv_av z P_a/_a//_aiv_av B
P P

i T
<P_a/_a///_a1v_av) +(P_a/_a/l_a///

P P

The probability that 2, 4 will come without 1, 3 or 5 will be

P—d —d" —a'\% P—d —a' —a" — gV z
P P

i T
_ a]v _ av)

i x
<Pa/a///a1vav> +(]galauam

P P

The probability that 3, 4 will come without 1, 2 or 5 will be

P_a/_a//_av x P_a/_a//_al//_av r
P P

i x
alV _ av)

i T i T
(P_a/_a//_alv_av> +<P_a/_a//_all/_alv_av>

P P

One will have therefore by subtracting these six probabilities from the preceding,

1— (P—a’—a”—a'”)x +3 (P_LL/_a//_OL///_(‘LW)3:_6 (P—a/—a”—a/”—aiv—av)m
P P

x
P—a'—a" —a'"" —a¥
+3 v

P—d —a —a" z P_a/_a///_aiv_av

P x
P—a'—a" —a¥—a"
P

. x
P—a,—a// —av
P

x

13



this is the probability that out of the numbers 1, 2, 3, 4, 5 there will exit at least three
of them.

In order to have the probability that of the numbers 1, 2, 3, 4, 5, 6 there will exit
at least four of them, it is necessary to subtract from the preceding probability the
probability that each of the ten combinations three-by-three of the numbers of the first
five numbers will come without the three other numbers. Now these probabilities result
easily from the preceding calculations; here is an example of it for the probability that
1, 2, 3 will come without 4, 5, 6. The probability that 1, 2 will come without 4, 5, 6
is found by that which precedes =

P—d¥ —aq' —qg¥ r P—a —a¥—aq¥—qg¥ T
P P

P—ad" —a¥—a' —qag" N P—d —a" —ad¥—q —g"
P

The probability that 1, 2 will come without 3, 4, 5, 6 is =

P—ad" —ad¥ —qg’' — " P—dad —a” —a¥ —a' —a"
P P

P_a//_a///_aw_av_aw + P_a/_al/_al//_alv_av_aw
P P '

Therefore subtracting the second formula from the first, the probability that 1, 2,3
will come without 4, 5, 6 is =

I P_aiv_av_avi r P_a/_aiv_av_avi z
' P P

+(P_a/_a//_a1v_av_av1) (P_a/_a//_a///_alv_av_aw)

P P

B (P_a//_aiv_av_avi>m+ (P—a/—am—aiv—av—a"i>z
P P

_ <Pa"’ —aV —a a"i>mJr <Pa” —a" —dV —a’ aVi>$
P P

One will have likewise the probability that 1, 2, 4 will come without 3, 5 & 6 by
exchanging in the preceding c into d & d into c,

- P—d" —q' —q z Ped —a" —a — g% T
' P P

N P—d —a" —d" —a' — " P—a —a'—ad" —a"¥ —q’ —a”
P P

P_a//_a///_av_aw + P_a/_a//l_alv_av_aw
P P

P _ a/// _ alV _ av _ aVl + P _ a/l _ G,H/ _ a]v _ av _ aVl
P P

14




One will have the probability that 1, 2, 5 will come without 3, 4, & 6 by exchang-
ing in the preceding d into e & e into d,
P—_aq" — iv _ vi
e ( A

z P—a —a" —av —gv z
P

P
+ P_a/_a//_a///_alv_aw P_a/_a//_a/l/_alv_av_aw
P P
P—dad' —a" —a¥ — g¥ N Ped —ad" —a¥ —a’ —g¥
P P
oo iv v Vi T oo iv v vi\ T
P—a a a’ —a n P—-a a a a’ —a
P P

One will have the probability that 1, 3, 4 will come without 2, 5, 6 by exchanging
in the second b into ¢ & ¢ into b,
v <Pa"avaVi)x<Pa'a”
P

a¥ — Vi z
)
P—a —a'—ad" —q" — " K P—ad —a' —a" —a¥—q —av z
() | )
(P_a//_a///_av_avi

P

517+ P—d —d' —d¥—q —a" z
P

P

P_all_alv_av_avi x P_a//_all/_aiv_av_avi z
() ()
One will have the probability that 1, 3, 5 will come without 2, 4, 6 by exchanging
in the preceding d into e & e into d,
v P—a' —a¥ —g¥ z P—d —a' —d¥— g z
' P P
P—da —a' —a" —qg¥—g T Ped —d' —ad" —a¥ —a’ —aq” i
e e I - )
P_a//_a///_aiv_avi 93+ P_a/_a//_aiv_av_avi T
p P
P—a' —av —q' — gV x+ P_a//_a///_aiv_av_avi z
P P

One will have the probability that 1, 4, 5 will come without 2, 3, 6 by exchanging

15



in the preceding c into d & d into c,

P—q' —qg" — avi T P—d —a'—a" — avi z
VL -
() )

+<P_a/_a//_a///_alv_av1> (P_al_a/l_a///_alv_av_aw)

P P

. LT o x
(Pa//a///alvavl n Pfa’fa”fa’”—a"fa“
P P

P_a/l_a///_av_aw + P_a//_a///_alv_av_aw
P P

One will have the probability that 2, 3, 4 will come without 1, 5, 6 by exchanging
in formula II a into ¢ & c into a,

VI P_a/_av_avi €z P_a/_a//_av_avi €z
' P P

+ P_a/_a//_a///_av_aw P_al_a//_a///_alv_av_aVI
P P

P—d —a" —a — g% z P-d —a'" —a¥ —a — " x
() ()

P—d —d¥ —a —a'\” P—d —ad"—ad¥ —a" —a\"
() . )

One will have the probability that 2, 3, 5 will come without 1, 4, 6 by exchanging
in the preceding formula d into e & e into d,

VIIL P—d —a"—a" 337 P—dad —a —a¥ —agi\”
P P

+<P_a/_a//_a///_a1v_av1> (P_a/_a//_a///_alv_av_aw)

P P

P_a/_a///_alv_aw + P_a/_a//_alv_av_aVI
P P

<P—a'—ai" —a’ —aVi>z N (P—a’ —ad" —dv —a —a"i)x
P P

One will have the probability that 2, 4, 5 will come without 1, 3, 6 by exchanging
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in the preceding formula c into d & d into c,

P—d _a///_avi z P_a/_a//_a///_avi z
IX. -
() )

N P—d —a' —ad" — g — g¥ Pad —a'" —a" —av —a’ —a"
P P

(Pa/a///alvaw) +<Pa/a//a///avav1)

P P

P_a/_a///_av_aw n P_al_a///_alv_av_aw
P P

One will have the probability that 3, 4, 5 will come without 1, 2, 6 by exchanging
in the preceding formula b into ¢ & c into b,

X P—a'—a”—a"i K P_a/_a//_a///_avi z
' P P

+(P_a/_a//_a///_a1v_av1> (P_a/_a//_al//_aw_av_aw)

P P

P_a/_a//_alv_aw N P_a/_a//_all/_av_aw
P P

P—d—ad" —a —a'\" P—d —ad" —ad¥ —a" —at\"”
- +

Subtracting these ten formulas from the preceding, one will have the probability
that out of the numbers 1, 2, 3, 4, 5, 6 there will exit at least four of them, =
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x N4 T
P*a’*a”*a/// P*alfallfalllfa‘v P*alfallfalllfalvfav
e o B G e B
Pfalfa”/faivfavfa“ T
+10 (
P
Pfa/fallfaw)I Ped —a —a" —a" x Ped —a"—a" —aV—gY €z
- +3 (Bme=al=a"=a’)" g
P P P
Pfa/fallfav)w Ped —a' —a" —a" T Ped —a"—a" —a' —a" x
- +3 6
P P P
[ P—d —a"—a" T 13 Ped —a" —a¥—a" T 6 Ped —a" —a¥—a' —a" T
P P P
1w\ T oo iv_ v\ 7T o iv v vi\ T
7<Pag a) +3(Paapa a) 76(Paaaaa)
Peda —a" —a* \* Ped—a" —a'—a \ ¥ Peda—a" —a¥—a'—a \ ¥
— P +3 P —6 P
_ (P_a/_a///_avi)x +3 (P—ll/—(l”/—(lw—(lv)x
P P
_ (P—a/—aiv—av)x 13 (P—a/—a”/—aw—av')x
P
_ (P—a ?Liv—aVi)w +3 (P—a —a;—a‘—a")x
_ (P—a/—a‘—a"i)gC +3 (P—a —ai"—a”—a“>x
P
_ (P_a//_a///_aiv)x +3 (P_a//_LL///_aiv_a»)3j
P P
P " "1 v\ Z P " " iv vi\ T
_ —a""—a"""—a +3 —a —aP —a“—a
P
_ (P—a”—a'”—a“)z +3 (P_a//_a///_av_avi>z
P P
_ (P—a”—a”’—a“)z +3 (P—a _a///_av_avi>z
P P
_ (P—a”—ai"—av)m 13 (P—a”—aiv—av—a“)x
P P
_ (P—a”—aw—a“)x 13 (P—(L”/—aiv—a"—a“)x
P
. P_a//_av_avi T
P
. P_a///_aiv_av r
P
. P_a///_alv_avi z
P
. P—a"—q _avi T
P
Peda¥—a' —a" T
- == 5

The analogy is now evident, & one sees that by conserving the same denominations
as above, one will have for the probability that out of n faces one will bring forth at
least n — 3 of them,

1— A" 434" — 64" + 10" &c.

§6. Ifa/ = a’ = d" = d¥ &c. = '™ = 1, one will have by the theory of

combinations,

e (P20 et (1t

6n---(n—4) (P—-5\" 10n---(n—5) (P —6\"
TS (P ) T % p ) &
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for the probability sought, & by putting for (%)x, (%)w, (%)w &c. the values
found above, one will have this probability, =

nn—1)n-2) [((n—p)---(n—p—2)\" 3n---(n—=3) ((n—p)-(n—p—3)
= 1.2.3 ( n---(n—2) >+ 1...4 ( n---(n—3)
- (n—4) ((n—p)---(n—p—4)\°

1.5 ( n---(n—4) ) &e.

This is the result that Mr. Euler finds.

§ 7. Supposing always the same things, we demand the probability that at the end of
a coups one will have brought forth at least n — 3 faces. I continue to reason likewise,

1"

& 1 say: (W) is the probability that there will come neither 1 nor 2

’ " 1" i
P—a'—a"—a"" —a"

nor 3 nor 4 in x coups, therefore 1 — expresses the probability

that of the numbers, 1, 2, 3, 4 there will exit at least one of them. In order to have
the probability that of the numbers 1, 2, 3, 4, 5 there will exit at least two of them, it
is necessary to subtract from the preceding probability the probability that one of the
numbers 1, 2, 3, 4 will come without the four others. Now

P—a —ad" —dv —q¥ P—da —a' —d"—dv —a
P P

the probability that 1 will come without 2, 3, 4, 5.

. T : x
P—ad —a" —dv—a P—d —a' —a" —d¥—a
P P

the probability that 2 will come without 1, 3, 4, 5.

H x o x
P—d —ad' —da¥ —a’ Ped —a' —a" —qa¥ —q¥
P P

the probability that 3 will come without 1, 2, 4, 5.

Ped —a' —a" —a"\* Ped —ad' —d" —a¥ —q z
P P

the probability that 4 will come without 1, 2, 3, 5. Therefore

P—a'—d’ —a " —a" +4 P—a'—a”"—a"" —a"—a'
P

(P o —d —a /—a)
(P a—a '—a¥—a

(P a—a '—al —a)
e

Pa—a '—aV—qa

19
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the probability that of the numbers 1, 2, 3, 4, 5 there will exit at least two of them. One

will find by continuing the operation, & conserving always the same denominations,
1—AY +4AY — 10A™ + 20A™ — 35A™ &ec.

expresses the probability that out of n numbers there will exit at least n — 3 of them.

§ 8. The analogy is now evident, the numeric coefficients being the figurate num-
bers, & one will have the following formula, which is general:

1—A® ¢ (A4 a0+ — QFDA+2) o)

1.2
()\+1)()\+2)()\+3)A(’\+3)— (/\+1)"'()‘+4)A<*+4)
1.2.3 1...4
A+1)---(A+5)

AXTD) &, =

1.2...5
the probability that of n numbers there will exit at least n — A of them.

§9. If now we make o’ = a” = a’”’ = a" &c. = 1, we will have

,_n P—-1\°
v (%)

=) (PQ)QC’

1.2 P
A,,,:n(n—l)(n—Z) P-3\"
1.2.3 P ’

w ne(n=3) (P—4\"
AT = 1...4 < P )

1.2...A P

One will have therefore by substituting these values,

A (P00) i (P2t

CAFDAF2) (n(n=A=1)\ (P=X=2\"

XL lli.';“g” (s 3”() @ ;)i’f

DA +4) <n..-(n—/\—3)) (P—/\—4>I&C. _
1...4 1. A+4 P
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. 1
(4D (=X ((-p)-(n-p- N
S 1...()\+1)< )

A+ 1A +2) (n---(n—)\—l)) ((n—p)~-~((n—p—)\—1)>z

1.2 1...(A+2) n...(n—A—1)
A+DA+2)A+3) (n---(n—A—2) (n—p)-—-(mn—p—A—2)\"
i 1.2.3 ( 1...A+3 >< n...n—A—2) >
A+1)--(A+4) (n---(n—X=3) (n—p)---(n—p—A=3)\"
T 1234 ( 1. A+4 >( n...m—A—3 ) &e.

Mr. Euler finds an analogous formula. One sees that the direct use of the doctrine of
combinations has led us quite simply to the solution of the general problem of which
the one of Mr. Euler is only a particular case, since a’, a”, @’’’ ...a™ which in the
problem of Mr. Euler are = 1 can be anything in ours. The general problem would
have place in a lottery where there would be a tickets marked 1, b marked 2, ¢ marked
3 &c. & where one would demand the probability that there would have exited a
certain number of kinds of them. One will find always the value of the expressions
Lt ;a, , # &c. by way of the following formula which expresses the probability
that by taking ¢ things out of n, of which w are of a certain kind, there will be found m
of this kind of them. This formula is, as one knows,

(n—t)n—t—1)-(n—t—u+m+Dt@t—1)---¢t—m+1ufu—1)--(u—m+1)

nn—1)--n—u+1 1.23...m

§10. It is evident by the same nature of things, that in problem 1, if the number
of drawings x is smaller than %, it will be impossible that all the numbers have exited
at the end of a number x of drawings; thus in all the cases where x < np, the found
probability must be = 0, & the minimum of x where the probability is not null, has
place when z = % or n = px. Mr. Euler remarks that in this case the sum of the
series which gives the probability, can be expressed by some products. This can be
demonstrated by the integral calculus, by the following method which is quite simple.

§ 11. The series that the question is to sum is in this case here

1-px (p"’“p;py | pr(pr —1) ((pgc ) pr—p— 1))37

1.2 px(pz — 1)
~ pa(pz — 1)(pz — 2) ((px—p)---(pw—p—%)gg
1.2.3 px...(pr —2)

pr--(pr—3) ((pr—p)-- (pr—p-3)\"
1.4 ( pz...(pr —3) ) de.

I see first that if x = 1, all the series = 1, because all the terms vanish with the
exception of the first.
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If x = 2, one has the series

P\, 2@2p—1) ( pp—1)
= <2p> T <2p(2p — 1))
2p(2p—1)(2p—2) ( p(p—1)(p—2) )
1.2.3 2p(2p — 1)(2p —
2p(2p—1)(2p-2)2p—3) [ plp—-Dp-2)(p—3)

+ 1.2.3.4 ( 20(2p — 1)(2p — 2)(2p — 3)) &e.
pPP(p—1)? 1 p*(p—1)>%@p—2)°
2p(2p—1) 123 2p(2p —1)(2p—2)
“(p—1)>%(p—2)>%@p—3)?
p(2p —1)(2p — 2)(2p — 3)

In order to find the sum of this series, I form the summatory sequence of that there, &
I have by making successively p = 1, 2, 3, 4 &c. the sequence

2)
-1
-1
P 1 “(

o2 1.2
1 p
1.2.3.42

+ &c.

1 2 3 4
1 1.2 123 1.2.34
2 31 7156 sors &

The general term of this sequence, that is to say the sum of the sought series when

_ : 1.2.3...p
x = 2, is therefore D (p12) 3"

If x = 3, one has the series,

e 1 2pPEp- 1) 1 (2p)°(2p - 1)*(2p —2)°
(3p)?  1.2(3p)*(3p—1)* 1.2.3(3p)*(3p—1)*(3p — 2)?
L (pPep—1°@p—20°(2p-37° o
1234 3p)2Br—1)2(3p —2)2(3p—3)2 °©

Make successively p = 1, 2, 3, 4 & we will have the summatory series,

1 2 3 4
12 1234 123456 12345678 g,
3 52.62 72.82.92 92.102.112.122

of which the general term is evidently ©@r +1)1('§;J'r'§?’, NEIER

If x = 4, one has the series,

Bt 1 B Ep-Dt 1 (3p) B - 1)'Bp—2)"

(4p)® " 1.2 (4p)*(4p—1)3  1.2.3 (4p)*(4p — 1)3(4p — 2)3
Lt (3p)*(3p— 1)*(3p — 2)*(3p — 3)* &
1.2.3.4 (4p)3(4p — 1)3(4p — 2)3(4p - 3)3

Make successively p = 1, 2, 3, 4 & we will have the summatory sequence,

1 2 3 4
1.2.3 123456 1.23.4.5.6.7.8.9 1.2.3...12 &c
43 73.83 103.113.123 133143 15%.16°
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of which the general term is evidently € +1)1{:23}>3+”é§?- NETER The analogy is now evi-

dent, & one sees that the proposed series will be =

123...(x—1)p
(z—Dp+1)((z—Dp+2)--- (zp))* !

(by making px = n)

1.23...(z = 1)p B 1.2.3...2p B
0D p 17T (D p+ 17
1.23...n
(n(n—=1)---(n—p+1)*

§ 12. One can demonstrate also that the sum of our series is = 0 in the case where
n > px. Let n = p(x + 1), the series will become

1_p(x+1)( (px >I+p(x+1)((x+1)p—1)<(x (p2) (p — 1) 1))%

plx +1) 1.2 + 1)p((z+1)p —
(x+1)p~--((x+1)p—2)( pz--- (pr —2) >‘T &
1.2.3 (x+1Dp---((z+1)p—2) '

If x = 1, this series becomes

pp—1) plp—1(p-2)
1.2 1.2.3

1—p+ &c. = (1—1)? =0.

If x = 2, this series becomes

(2p)° | 1 (2p*(2p—1)°> 1 (2p)°(2p—1)*(2p—2)

Yo T2 mer-o1 123 (Gp)@r- L2
L1 CpRPer)ep 23R
1.2.3.4 (3p)Bp—1)3p—2)(3p — 3) '
(2p—

1727]7 2£ 2p2p71) 2p
T 1 \3p 3p(3p—1

2p(2p — 1)(2p — 2) p (2p—1) (2p—2)
- 1.2.3 (3p 3p—1 3p— 2>&C‘

If one forms the summatory sequence of this series by making p = 1, 2, 3, 4, &c. one
will have each term = 0, the general term of the series is therefore = 0, & the sum
sought = 0.

If x = 3, this series becomes

() Rl (e

3p(3p—1)(3p—2) (
1.2.3

p 3p—1) 3p—2)
(ip — ><4p2>) &e-
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which one will find in the same manner = 0.
If x = 4, this series becomes

_ (41)>3+ 4p(4p — 1) (41) (4p — 1)>3

1 \5p 1.2 5p (5p—1)
4Apdp—1)(4p - 2) ( p (4p—1) <4p—2>)3 g
1.2.3 (5p —1) (5p —2) "

which one will find likewise = 0.
Therefore the series itself which one can put under this form

Y (“p”p> e o (T e 1>>H

_ap(zp —1)(ap —2) ( ap (zp — 1) (zp — 2) )11 g
1.2.3 (z+1Dp (z+1)p—1) ((x+1)p—2) -

is=0.
Let now n = p(x + 2), & one will prove likewise that the series
pz+1)\"
1— 2) | =/—=
plet?) (p(x + 2)>
p(x + 2)((:r +2)p—1) (p:c(x +1) (plxz+1)—-1) >$ &c
(x+2) (p(z+2)p-1) '
1)p
(z+1p (@ + )

(x+2)
(:c+1)p((x+1> D ((@+1p (p<:c+1)—1)>‘”&C
(z+2)p (plz+2)p-1) '

_(w+1)p(($+1)p— D((z+2)p—2) (($+1)p (z+1p—1) (($+1)p—2))z &
1.2.3 (z+2)p ((z+2)p—1) ((x+2)p—2) h

+

=0.
Therefore finally if n = p(z +m), m being any whole number, one will find in the
same manner that the series

(z+m=Dp ((@+m—1p\"

! 1 ( (x +m)p >
(@+m—1p((z+m—1p—1) ((@+m—1Dp (z+m—1p—1)\""

+ 1.2 ( (x+m)p ((x+m)p—1) ) &e.
(z+m—-Dp((z+m—-1Dp—1)((z+m—1)p—2)

1.2.3
(x4+m—-1p [(z+m—-Dp—1\ (z+m—1)p—2\" _
x( (x +m)p < (x+m)p—1 ) x4+ mp—2 ) &e. = 0.

§ 13. If n & x are very great numbers, & p a small number, the calculation would
become impractical by its length, but the analysis furnishes in this case the way to
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abbreviation. One will have under this assumption,

_o\® v 2 2 .
nop :(1—3) =1L TP g B
n n n 2 n?

& likewise

n—p—l z _ _px_ n—p—)\ z _ _px
- =e n—1... e — = e n—>\.
n—1 n—A

We will have therefore for the probability that all the numbers have exited,

n _ pz TL(TL — 1) p pz

l——e 7 4+~ eTna1"n
1© "t ©
n(n—l)(n—?) __px__ pr__ px
1.2.3
-3 e pr _ po _ po
L2 1@4 ) o = - g
3 4
x n 2px n 3pzx n pT
—lone " 4+ e~ — - - &
ne T e 93¢ " T12.4° ¢
_e—ne_pnm — e

by making for brevity ¢ = e~ .
If one wishes to push the approximation further, one will have
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We will have therefore for the probability that all the numbers have exited,

2 2
_pa pex n(n—1) p°x
lope 5 (1o 22) M=) (g PT
ne < 2n2>+ 1.2 < 2n2)

2 _ _px_
x (1 T )t
2(n—1)2

(-58) () (- )

n(n — 1)(n—2)(n—3)€_pw pr_ _ pz_ _ _pz_

me n—1lg n-2¢ n-3

(-58) (o) (- ame) 0

1.2.3 2n2
nn=1(n=2)(n=3) w (| pa * N
1.2.34 omz ) °°

2
emaene _ N2 () _PTY ong fosna
2 2n2
2
2 2
e e 1 — —g? <1 - :g e Mem
2n
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Now ezn @ =1 + %q &c. Therefore the sought probability will be

2 2
—n. b n27n —n bz 7’L2
P14+ g) - = 4= (1] — =42,
e <—|—2nq) 5de e (+2nq 2(])

& 14. If one considers this process with attention, one will see that one can put #
in place of ﬁ, ﬁ &c. without committing an error greater than that of the

. __pz_ _ bz _
terms where ¢ enters. It is necessary to except the terms e~ »-1, ¢~ »-2 &c. One has
1

-1, 1 -1 2 1 14 A i
S =o+t s 5=t 55, 0 = 5 + 7=. We will have therefore

Therefore taking the preceding formulas, & applying these corrections to the first part
of the formula alone, it will become

Now
_po pT
e n2 =] — —,
n2
_3pa 3px
et =l-—0
n
_ 6pz 6px
e nZ =1 -— — &ec.
n

whence it follows that it is necessary to add to the found formula,

2 3

n 7mpz+n _ 3pe 3PT nt 7%6})@7&
-——e = € n — — e c.=
2 n? 2.3 n2 2.3.4 n2
2 3
pr _ 2p=z _pz n- _ 2pz n- _ 3pz
— —e n 1 —ne n _|_ —e n — —e n &C. =
2 < 2 2.3 >
bx 2 _—ng
—q‘e
5 q

Thus the probability sought will be e "4 (1 + %q - (W%) qz).
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If one makes p = 1, one will have e =" (1 + ¢ — "2 ¢2) Tt is that which Mr.
de la Place finds in the Mémoires de I’Académie des Sciences de Paris for 1783° by
a very profound analysis, drawn from the integral calculus in finite differences. It is
remarkable that one can arrive to the same conclusions without integral calculus & by
some quite simple considerations.

§ 15. Let for example, as Mr. de la Place supposes it n = 10000, p = 1, & let
one demand the number of coups at the end of which one can wager even that all the
numbers will have exited. We will have in this case to resolve the equation

e ™ <1 + i (n+x)q2> = 1

ml ™ T2

2
Now’ g = e =, therefore —% =1Ing, * = —nlng. For first approximation I make
e~" = J, therefore —ng = —In2, ¢ = 2 = S08L2 — 0,00006931472,Inq =

—4.1591745, —Inq = 4.1591745. Multiplying this quantity by 2.302585, one will
have —Ing = 9.576729. Therefore + = —Ing = 95767.29 first value. I substitute
now these values of = & ¢ into the formula 1 + 5>q — (”QL””)(]2 & I have

In g =5.8408255 In¢*> =1.6816510
Inz =4.9812173 In < “2L " 47233213
Inzqg =0.8220428  In (m "; ") ¢* =6.4049723
T+n\ o
In 21 =4.3010300 - ) ¢ =0.00025408

In =g =6.5210128
2n

£ 4 =0.00033190
2n

( x ; ”) 2 =0.00025408

o= (T2 2 —0.00007782
2n 2

Therefore 1 + iq — %ﬂ(f = 1.00007782. Therefore ¢~ "4 = m, q=

In(2.00015564) _ ),000069322548, — In g = 4.1591254. Multiplying this quantity by
2.3025851, one will have — In ¢ = 9.5767402. Therefore

= —nlng=95767.401.

The sought number is therefore a little nearer to 95767 than to 95768. Mr. de la Place
arrives to the same conclusion at the end of his Memoir. One sees next that in this case

6“Suite du mémoire sur les approximations des Formules qui sont fonctions de trés-grands nombres,”
Mém. Acad. R. Sci. Paris 1783 (1786), p. 423-467.
"Translator’s note: Where Trembley writes log. hyp., I have written In.
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the first operation sufficed, so that the correction was superfluous, this which confirms
the goodness of the method.

§ 16. One can find likewise an approximation for the second of the formulas found
above, when z & n are very great numbers.

The probability that at the end of = drawings there will have exited at least (n — 1)
numbers is

1_”(71'; 1) ((n;p) (”;f; 1)>z

L2un=D(n—2) ((n—p) (n—p—1) (n—p—2)>z

1.2.3 n n—1 n—2

g (n=3) ((n=p)(n—p-1) (n-p=-2) (n-p-3)\"
5 1...4 < n (n—1) (n—2) (n—3) ) &

(by being content with a first approximation & making ¢ = e~ )

1_ ﬁq2+ on3 qg_ 3n?
2 1.2.3 2.3.4

q* &c.

by making ¢ = e~ "+ . Let ng =  one will have the sought probability

2 93 3t

X
=1—- — —
o 2 * 23 234

&c.

Therefore
as = x? 28 z* x  x2 2B
de 1 1 2 23
Therefore
dS =—axdre™ ™,
S=xe " +e "+C.
When x = 0, one has S = 1, therefore C' = 0. Therefore

S=e"(1+z)=e"(1+ng).

Thus instead as in the preceding case it was necessary for first approximation to resolve
the equation e™ "7 = %, it will be necessary to resolve the equation e~"4(1 4+ ngq) =
In order to come to end, I suppose first ™4 = L. whence I draw as above ¢

29
.00006931472. Therefore

(SIS

In ¢ =5.8408255

In n =4.0000000

In ng =9.8408255
ng —=0.693147
1+ ng =1.693147
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—ng __ 1
One has now e = S{T.6031a7)

N 3.386294 _ (0.5297247)(2.3025851)
n 10000
In 0.00005297247 =5.7240503
In 2.3025851 =0.3622156
In ¢ =6.0862659
In n =4.0000000

In ng =0.0862659
g = 0.000121974, nq = 1.21974, 1 + nq = 7.21974, ¢ ™" = 5odos,

= (0.00005297247)(2.3025851)

_ In(4.43948)
= n

= (0.00006473321)(2.3025851)

In 0.00006473321 =5.8111271
In 2.3025851 =0.3622156
Inq =6.1733427

q =0.000149054.
Therefore ng = 1.49054, 1 + nqg = 2.49054, e~ "9 = m,

In(4.98108)
g=——

n
In 0.00006973236 —5.8434344
In 2.3025851 =0.3622156
In ¢ =6.2056500

q =0.000160565.
Therefore ng = 1.60565, 1 + ng = 2.60565, e~ "4 = m,

= (0.00006973236)(2.3025851).

In(5.121130)
q = -

- = (0.00007093659)(2.3025851).
In 0.00007093659 =5.8508703
In 2.3025851 =0.3622156
In ¢ =6.2130859

q =0.0001633375.
Therefore nqg = 1.633375, 1 + nqg = 2.633375, e~ "4 = m,

In(5.26675)
==
In 0.00007215427 =5.8582620
In 2.3025851 =0.3622156
In ¢ =6.2204776
¢ —0.0001661415,

= (0.00007215427)(2.3025851).
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Therefore ng = 1.661415, 1 + ng = 2.661415, e ! = m,

In(5.322830
g = 0(5-322830) (0.00007261426)(2.3025851).

n

In 0.00007261426 =5.8610219
In 2.3025851 =0.3622156

In g =6.2232375

¢ =0.0001672.

Therefore ng = 1.672, 1 + nq = 2.672, e ™4 = 2(2.1672),

In(5.344
q= @ = (0.00007278664)(2.3025851).

In 0.00007278664 =5.8620518
In 2.3025851 =0.3622156
In ¢ =6.2242674

q =0.0001676.

Therefore ng = 1.676, 1 + nqg = 2.676, e~ "4 = m7

In(5.352
q= In(5.352) _ (0.00007285161)(2.3025851).
n

In 0.00007285161 =5.8624391
In 2.3025851 =0.3622156
In ¢ =6.2246547

q =0.000167747.

Therefore ng = 1.67747, 1 +nqg = 2.67747, e "1 = m,

In(5.35494
q= In(5:35494) _ (0.00007287546)(2.3025851).

n

In 0.00007287546 =5.8625813
In 2.3025851 =0.3622156
In g =6.2247969
q =0.0001678, —In g = 3.7752031
In 3.7752031 =0.5769404
In 2.3025851 =0.3622156
0.9391560
—1Ing =8.69273
x = —nlnqg = 86927.3.
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One would have been able to find the limit much more rapidly by supposing g a
little too great, but I have preferred to give the direct approximation without making
any error.

§ 17. One will find likewise for the probability that at least n — 2 numbers will have
exited,

3 4 5
_n’ o4 3n® 4, 6n 5 _
L= 1937 T 12349 ~ 123457 % =
(by making ng = x)
x3 3zt 6 1026

&c. = S.

123171234 12345 123456

Therefore
ds + 323 6 N 102° e
dz ) 1.23 1234 ' 12345
SE X .’L‘ $3 .’174
) ( 1712 123" 1234 &C')
_ fL -
2
x2dx
ds = — -
2 b

2
S :%e_x — /xdxe_'t

2
= (2 +x + 1) e

1 1
=e M (1 +ng + 27”L2q2) =

2

Finally to shorten the gropings, as ¢ must be greater than in the preceding case, I make
g = 0.001, & I have nq = 10, 22 = 50, 1 + ng + n2q? = 61, e =
Inl122 — (0.000208636)(2.3025851),

"no. 000208636 =6.3193893

In 2.3025851 =0.3622156
In ¢ =6.6816049
¢ =0.000480402
I'make ¢ = 0.0004 & I have ng = 4, 2 = 8, 1+ ng + L = 13, ¢ =
2, q = 120 = (0.00014149733)(2.302851).
1n.0.00014149733 —=6.1507453

In 2.3025851 =0.3622156
In ¢ =6.5129609
q =0.00032581

1 _
12204 =
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I'make ¢ = 0.0002 & I have ng = 2, 28 = 2,1 4 ng + 2oL = 5, ¢~ =
L, q = 1210 — 0,00023025851.1 make ¢ = 0.00026 & I have ng = 2.6, 2L =

10° n .
3.38, 1+ng+1ol = 6.98, ¢~ = —L_ ¢ = 1396 _ (0 00011448854)(2.3025851).

In 0.0001144885 =6.0587619
In 2.3025851 =0.3622156
In g =6.4209775

q =0.00026362

§ 18. One approaches thus quite near to the value of ¢, but the approximation is
less exact, because it is already raised to above the value of %

§ 19. One would find likewise for the probability that there will have exited at least

n — 3 numbers s )
x x
= = + = 1)e®
S (2_3+ ) +x+ )e
by making © = ng, & in general for the probability that there will have exited at least
n — A numbers

xk—l

S i
(1...)\+1...()\l)+x+ )e

but can not be exact as long as q is of order %L

There would be many considerations to make on the later approximations, but I
myself could not deliver the detail which they require without lengthening this memoir
too much.
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