LIl. An Essay towards solving a Problem in the Doctrine of
Chances. By thelate Rev. Mr. Bayes communicated by Mr.
Price,in aletter to John CantonM. A.andF. R. S

Philosophical Transactions of the Royal Society of London 53 (1763), 370—418.

Dear Sir,

Read Dec. 23, 17631 now send you an essay which | have found among the papers of
our deceased friend Mr. Bayes, and which, in my opinion, haatgmerit, and well
deserves to be preserved. Experimental philosophy, yddimdl, is nearly interested

in the subject of it; and on this account there seems to be&pkat reason for thinking
that a communication of it to the Royal Society cannot be oppr.

He had, you know, the honour of being a member of that illaesiSociety, and was
much esteemed by many as a very able mathematician. In adirttion which he has
writ to this Essay, he says, that his design at first in thigkin the subject of it was, to
find out a method by which we might judge concerning the prdipathat an event has
to happen, in given circumstances, upon supposition th&nee nothing concerning
it but that, under the same circumstances, it has happenedancnumber of times,
and failed a certain other number of times. He adds, that be perceived that it
would not be very difficult to do this, provided some rule abbk found, according
to which we ought to estimate the chance that the probalfditthe happening of an
event perfectly unknown, should lie between any two nameptedss of probability,
antecedently to any experiments made about it; and thapé&amed to him that the rule
must be to suppose the chance the same that it should lie &rebmy two equidifferent
degrees; which, if it were allowed, all the rest might be lgasilculated in the common
method of proceeding in the doctrine of chances. Accorgindind among his papers
a very ingenious solution of this problem in this way. But lie@vards considered,
that thepostulate on which he had argued might not perhaps be looked upon by all
as reasonable; and therefore he chose to lay down in anetrertiie proposition in
which he thought the solution of the problem is contained,iara Scholiumto subjoin
the reasons why he thought it so, rather than to take into hihematical reasoning
any thing that might admit dispute. This, you will obsengsthie method which he has
pursued in this essay.

Every judicious person will be sensible that the problem megntioned is by no
means merely a curious speculation in the doctrine of clerug necessary to be
solved in order to a sure foundation for all our reasoningeeming past facts, and
what is likely to be hereafter. Common sense is indeed seiffico shew us that, form
the observation of what has in former instances been theeqoesice of a certain cause
or action, one may make a judgment what is likely to be the eguence of it another
time. and that the larger number of experiments we have tpstip conclusion, so
much more the reason we have to take it for granted. But itrgicethat we cannot
determine, at least not to any nicety, in what degree regeatperiments confirm a
conclusion, without the particular discussion of the befoentioned problem; which,



therefore, is necessary to be considered by any that wouwtdagclear account of the
strength ofanal ogical orinductive reasoning; concerning, which at present, we seem to
know little more than that it does sometimes in fact convimgeand at other times not;
and that, as it is the means of acquainting us with many trethshich otherwise we
must have been ignourant; so it is, in all probability, tharse of many errors, which
perhaps mightin some measure be avoided, if the force tisagdht of reasoning ought
to have with us were more distinctly and clearly understood.

These observations prove that the problem enquired aftdrisnessay is no less
important than it is curious. It may be safely added, | fartlegt it is also a problem
that has never before been solved. Mr. De Moivre, indeedgtaat improver of this
part of mathematics, has in Hisws of chance*, after Bernoulli, and to a greater degree
of exactness, given rules to find the probability there iat tha very great number of
trials be made concerning any event, the proportion of thmbar of times it will
happen, to the number of times it will fail in those trialspsld differ less than by
small assigned limits from the proportion of its failing inesingle trial. But | know
of no person who has shown how to deduce the solution of thests@ problem to this;
namely, “the number of times an unknown event has happertthded being given,
to find the chance that the probability of its happening sthdielsomewhere between
any two named degrees of probability.” What Mr. De Moivre Hiare therefore cannot
be thought sufficient to make the consideration of this paimtecessary: especially, as
the rules he has given are not pretended to be rigorouslyt,exerept on supposition
that the number of trials are made infinite; from whence itas sbvious how large
the number of trials must be in order to make them exact entmugh depended on in
practice.

Mr. De Moivre calls the problem he has thus solved, the harthas can be pro-
posed on the subject of chance. His solution he has appleedeoy important purpose,
and thereby shewn that those are much mistaken who haveatshthat the Doctrine
of Chances in mathematics is of trivial consequence, andatamave a place in any
serious enquiryy The purpose | mean is, to shew what reason we have for bagjevi
that there are in the constitution of things fixt laws accogdio which things happen,
and that, therefore, the frame of the world must be the effettte wisdom and power
of an intelligent cause; and thus to confirm the argumenttdik@m final causes for
the existence of the Deity. It will be easy to see that the ecs® problem solved in
this essay is more directly applicable to this purpose; f@hews us, with distinct-
ness and precision, in every case of any particular ordezaurrency of events, what
reason there is to think that such recurrency or order isééifirom stable causes or
regulations in nature, and not from any irregularities cdrute.

The two last rules in this essay are given without the deduostbof them. | have
chosen to do this because these deductions, taking up a gabdfdoom, would swell
the essay too much; and also because these rules, thoudttnasalerable use, do not
answer the purpose for which they are given as perfectly alsldx® wished. They are
however ready to be produced, if a communication of them Ishio® thought proper.

*See Mr. De Moivre'sDoctrine of Chances, p. 243, &c. He has omitted the demonstration of his rules,
but these have been supplied by Mr. Simpson at the conclusibis treatise orThe Nature and Laws of
Chance.

TSee his Doctrine of Chances, p. 252, &c.



I have in some places writ short notes, and to the whole | hddedan application of
the rules in this essay to some particular cases, in ordanteey a clearer idea of the
nature of the problem, and to shew how far the solution of stitwen carried.

I am sensible that your time is so much taken up that | canrastoably expect
that you should minutely examine every part of what | now sgod. Some of the
calculations, particularly in the Appendix, no one can makiout a good deal of
labour. | have taken so much care about them, that | belieare tben be no material
error in any of them; but should there be any such errors, It@rohly person who
ought to be considered as answerable for them.

Mr. Bayes has thought fit to begin his work with a brief demoatsdn of the gen-
eral laws of chance. His reason for doing this, as he sayssimtrioduction, was not
merely that his reader might not have the trouble of seagcbisewhere for the prin-
ciples on which he has argued, but because he did not knovkevhi refer him for a
clear demonstration of them. He has also made an apologidgueculiar definition
he has given of the wordhance or probability. His design herein was to cut off all
dispute about the meaning of the word, which in common laggisused in different
senses by persons of different opinions, and accordingsgjitplied topast or future
facts. But whatever different senses it may have, all (hetes) will allow that an ex-
pectation depending on the truth of gmst fact, or the happening of ariyture event,
ought to be estimated so much the more valuable as the faairis likely to be true,
or the event more likely to happen. Instead therefore, optioper sense of the word
probability, he has given that which all will allow to be its proper mea&suarevery case
where the word is used. But it is time to conclude this lefEperimental philosophy
is indebted to you for several discoveries and improvememis, therefore, | cannot
help thinking that there is a peculiar propriety in diregtio you the following essay
and appendix. That your enquiries may be rewarded with marlydr successes, and
that you may enjoy every valuable blessing, is the sincest wf, Sir,

your very humble servant,

Richard Price.

Newington Green,
Nov. 10, 1763.



PROBLEM.

Given the number of times in which an unknown event has happenedbilad: Re-
quired the chance that the probability of its happening in a sinigéltes somewhere
between any two degrees of probability that can be named.

SECTION |

DEFINITION 1. Several events aii@consistent, when if one of them happens,
none of the rest can.

2. Two events areontrary when one, or other of them must; and both together
cannot happen.

3. An event is said tdail, when it cannot happen; or, which comes to the same
thing, when its contrary has happened.

4. An event is said to be determined when it has either hapgpbeniled.

5. Theprobability of any event is the ratio between the value at which an expecta-
tion depending on the happening of the event ought to be ctedpand the chance of
the thing expected upon it's happening.

6. By chance | mean the same as probability.

7. Events are independent when the happening of any one of does neither
increase nor abate the probability of the rest.

PROP. 1.

When several events are inconsistent the probability ohtygening of one or
other of them is the sum of the probabilities of each of themp@®se there be three
such events, and which ever of them happens | am to received\that the probability
of the 1st, 2d, and 3d are respectivﬁly%, §- Then (by definition of probability) the
value of my expectation from the 1st will he from the 2db, and from the 3ct.
Wherefore the value of my expectations from all three wilkkbe b + c. But the sum
of my expectations from all three is in this case an expemtaif receiving N upon the
happening of one or other of them. Wherefore (by definitioth&)probability of one
or other of them iS”NbJ ory+ % + - The sum of the probabilities of each of them.

Corollary. If it be certain that one or other of the events tiappen, thewn + b +
¢ = N. For in this case all the expectations together amountirrgdertain expectation
of receiving N, their values together must be equal to N. Amanfhence it is plain
that the probability of an event added to the probabilityteffailure (or its contrary)
is the ratio of equality. For these are two inconsistent tsye@me of which necessarily
happens. Wherefore if the probability of an evenfﬁishat of it’s failure will beNﬁp.

PROP. 2.

If a person has an expectation depending on the happeningefemnt, the proba-
bility of the event is to the probability of its failure as Hass if it fails to his gain if it
happens.

Suppose a person has an expectation of receiving N, degendian event the
probability of which is%. Then (by definition 5) the value of his expectation is P,



and therefore if the event fail, he loses that which in vaki®;i and if it happens he
receives N, but his expectation ceases. His gain thereddye-i P. Likewise since the
probability of the event g, that of its failure (by corollary prop. 1) 8<F. But N2 is
to 5 as P isto N- P, i.e. the probability of the event is to the probability s failure,
as his loss if it fails to his gain if it happens.

PROP. 3.

The probability that two subsequent events will both hagp@ratio compounded
of the probability of the 1st, and the probability of the 2dsupposition the 1st hap-
pens.

Suppose that, if both events happen, | am to receive N, thadrttbability both will
happen isﬁ, that the 1st will isy; (and consequently that the 1st will not?fﬁj—“) and
that the 2d will happen upon supposition the 1st do«,%s iShen (by definition 5) P will
be the value of my expectation, which will becomiéthe 1st happens. Consequently if
the 1st happens, my gaintis- P, and if it fails my loss is P. Wherefore, by the foregoing
proposition,g is to NN“, i.e.aisto N—aas P isto — P. Wherefore (componendo
inverse)a is to N as P is td. But the ratio of P to N is compounded of the ratio of P to
b, and that ob to N. Wherefore the same ratio of P to N is compounded of the ot
a to N and that ob to N, i.e. the probability that the two subsequent eventshwith
happen is compounded of the probability of the 1st and thbalritity of the 2d on
supposition the 1st happens.

Corollary. Hence if of two subsequent events the probatuiitthe 1st beg, and
the probability of both together qfe, then the probability of the 2d on supposition the
1st happens ig.

PROP. 4.

If there be two subsequent events to be determined everyatidyeach day the
probability of the 2d iq% and the probability of botlﬁ, and | am to receive N if both of
the events happen the 1st day on which the 2d does; | saydiegdo these conditions,
the probability of my obtaining N i§. For if not, let the probability of my obtaining
N be 5 and lety be tox as N— b to N. The sincey is the probability of my obtaining
N (by definition 1)z is the value of my expectation. And again, because accotding
the foregoing conditions the 1st day | have an expectatiaibtdining N depending on
the happening of both events together, the probability ativis 5, the value of this
expectation is P. Likewise, if this coincident should noppen | have an expectation
of being reinstated in my former circumstances, i.e. of ikéieg that which in value is
x depending on the failure of the 2d event the probability ofoll{by cor. prop. 1) is
N=b or ¥, because is tox as N— b to N. Wherefore since is the thing expected and
¥ the probability of obtaining it, the value of this expeatatisy. But these two last
expectations together are evidently the same with my aalgirpectation, the value of
which isz, and therefore R- y = z. Buty is tox as N— b is to N. Whereforer is to
P as Nis td, and§; (the probability of my obtaining N) i%.

Cor. Suppose after the expectation given me in the foregpiongosition, and
before it is at all known whether the 1st event has happenedtoi should find that



the 2d event is determined on which my expectation deperatethave no reason to
esteem the value of my expectation either greater or lessutd be reasonable for
me to give something to be reinstated in my former circunt&#anand this over and
over again as | should be informed that the 2d event had hagpe@rich is evidently
absurd. And the like absurdity plainly follows if you say Ight to set a greater value on
my expectation than before, for then it would be reasonaslek to refuse something
if offered me upon condition | would relinquish it, and bensiated in my former
circumstances; and this likewise over and over again as atgnothing being known
concerning the 1st event) it should appear that the 2d haplemag. Notwithstanding
therefore that the 2d event has happened, my expectatidm tige esteemed the same
as before i. ex, and consequently the probability of my obtaining N is (bfirigon

5) still g or %1. But after this discovery the probability of my obtaining Bl the
probability that the 1st of two subsequent events has hagpepon the supposition
that the 2d has, whose probabilities were as before specHBietthe probability that
an event has happened is the same as as the probability Idvguesds right if | guess
it has happened. Wherefore the following proposition islext.

PROP. 5.

If there be two subsequent events, the probability of thé&Zahd the probability
of both together‘N’, and it being 1st discovered that the 2d event has also hafptre
probability | am right isES.

fWhat is here said may perhaps be a little illustrated by cemiig that all that can be lost by the
happening of the 2d event is the chance | should have of beingtated in my formed circumstances, if the
event on which my expectation depended had been deternmirtbé manner expressed in the proposition.
But this chance is always as muatiinst me as it isfor me. If the 1st event happens, itdgainst me, and
equal to the chance for the 2d event's failing. If the 1st eders not happen, it fr me, and equal also to
the chance for the 2d event’s failing. The loss of it, therefaan be no disadvantage.

§What is proved by Mr. Bayes in this and the preceding projosit the same with the answer to the
following question. What is the probability that a certaireet, when it happens, will be accompanied with
another to be determined at the same time? In this case, asf time events is given, nothing can be due
for the expectation of it; and, consequently, the value ofgrectation depending on the happening of both
events must be the same with the value of an expectation diygeon the happening of one of them. In other
words; the probability that, when one of two events happtwspther will, is the same with the probability
of this other. Callr then the probability of this other, andﬁ be the probability of the given event, alﬁd

the probability of both, becau% = ﬁ X X, T = % = the probability mentioned in these propositions.



PROP. 6.

The probability that several independent events shall @Gappa ratio compounded
of the probabilities of each.

For from the nature of independent events, the probabliag any one happens
is not altered by the happening or failing of any one of the, rsd consequently the
probability that the 2d event happens on supposition theldss is the same with its
original probability; but the probability that any two evsrhappen is a ratio com-
pounded of the 1st event, and the probability of the 2d on tippasition on the 1st
happens by prop. 3. Wherefore the probability that any tvdejrendent events both
happen is a ratio compounded of the 1st and the probabilityeo2d. And in the like
manner considering the 1st and 2d events together as ont gwemprobability that
three independent events all happen is a ratio compoundi girobability that the
two 1st both happen and the probability of the 3d. And thusmay proceed if there
be ever so many such events; from which the proposition isfesn

Cor. 1. If there be several independent events, the pratyathiat the 1st happens
the 2d fails, the 3d fails and the 4th happens, &c. is a ratiommunded of the probabil-
ity of the 1st, and the probability of the failure of 2d, ané frobability of the failure
of the 3d, and the probability of the 4th, &c. For the failufean event may always be
considered as the happening of its contrary.

Cor. 2. If there be several independent events, and the pitiipaf each one be,
and that of its failing bé, the probability that the 1st happens and the 2d fails, aad th
3d fails and the 4th happens, &c. will laéba, &c. For, according to the algebraic way
of notation, ifa denote any ratio anblanotherabba denotes the ratio compounded of
the ratiosu, b, b, a. This corollary is therefore only a particular case of thee§ming.

Definition. If in consequence of certain data there arise®bability that a certain
event should happen, its happening or failing, in consecgi@f these data, | call
it's happening or failing in the 1st trial. And if the same @dite again repeated, the
happening or failing of the event in consequence of themllitsghappening or failing
in the 2d trial; and so again as often as the same data aretedpednd hence it is
manifest that the happening or failing of the same event imaay diffe[rent] trials,
is in reality the happening or failing of so many distinct épendent events exactly
similar to each other.

PROP. 7.

If the probability of an event be, and that of its failure bé in each single trial,
the probability of its happeningtimes, and failing; times inp + ¢ trials is Ea?Pb? if
E be the coefficient of the term in which occu®? when the binomiak + |+ is
expanded.

For the happening or failing of an event if different triate @0 many independent
events. Wherefore (by cor. 2. prop. 6.) the probability thatevent happens the 1st
trial, fails the 2d and 3d, and happens the 4th, fails the &th.(thus happening and
failing till the number of times it happens peand the number it fails bg) is abbab &c.
till the number ofa’s bep and the number df's beg, that is; 'tisa?b?. In like manner if
you consider the event as happeningmes and failing; times in any other particular




order, the probability for it is:?b?; but the number of different orders according to
which an event may happen or fails so as in all to happtmes and failg, in p + ¢
trials is equal to the number of permutations thata bbb admit of when the number
of a’s is p and the number df's is q. And this number is equal to E, the coefficient of
the term in which occura?b? whena + b[P™9 is expanded. The event therefore may
happerp times and faily in p+ ¢ trials E different ways and no more, and its happening
and failing these several different ways are so many instersi events, the probability
for each of which is:?b?, and therefore by prop. 1. the probability that some way or
other it happeng times and failg; times inp + ¢ trials is EaPb?.

SECTION I

Postulate. 1. Suppose the square table or plane ABCD to bede and levelled,
that if either of the ball® or W be thrown upon it, there shall be the same probability
that it rests upon any one equal part of the plane as anotitbthat it must necessarily
rest somewhere upon it.

2. | suppose that the ball W shall be 1st thrown, and throughpthint where it
rests a linevs shall be drawn parallel to AD, and meeting CD and ABsiando; and
that afterwards the ball O shall be throwr- ¢ or n times, and that its resting between
AD andos after a single throw be called the happening of the event Msimgle trial.
These things supposed,

Lem. 1. The probability that the poimtwill fall between any two points in the
line AB is the ratio of the distance between the two pointsh®e whole line AB.
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Let any two points be named, g € ‘ b

andb in the line AB, and through them
parallel to AD drawf F', bL meeting CD

in F and L. Then if the rectanglesfC
Fb, LA are commensurable to each other,
they may each be divided into the same
equal parts, which being done, and the
ball W thrown, the probability it will rest
somewhere upon any number of these
equal parts will be the sum of the prob-
abilities it has to rest upon each one of
them, because its resting upon any differ-B f

ent parts of the plane AC are so many in- g ph
consistent events; and this sum, because \ m

o

the probability it should rest upon any
one equal part as another is the same,
is the probability it should rest upon any
one equal part multiplied by the number g

of parts. Consequently, the probability there is that tHe\WWashould rest somewhere
upon B is the probability it has to rest upon one equal part mubgblby the number
of equal parts in B and the probability it rests somewhere upof@ LA, i.e. that it
dont rest upon b (because it must rest somewhere upon AC) is the probatiligsts




upon one equal part multiplied by the number of equal par&finLA taken together.
Wherefore, the probability it rests upoh I8 to the probability it dont as the number of
equal parts in Fis to the number of equal parts infCLA together, or as &to Cf, LA
together, or agb to Bf, Ab together. Andcompendo inverse) the probability it rests
upon B added to the probability it dont, §& to A B, or as the ratio offb to AB to
the ratio of AB to AB. But the probability of any event addedthe probability of its
failure is the ratio of equality; wherefore, the probalilitrest upon B is to the ratio
of equality as the ratio ofb to AB to the ratio of AB to AB, or the ratio of equality;
and therefore the probability it rest upoh i the ratio offb to AB. But ex hypothesi
according as the ball W falls uporb Br nor the poinb will lie betweenf andb or not,
and therefore the probability the poimtill lie betweenf andb is the ratio offb to
AB.

Again; if the rectangles € Fb, LA are not commensurable, yet the last mentioned
probability can be neither greater nor less than the ratiphdb AB; for, if it be less,
let it be the ratio offc to AB, and upon the lingb take the point® andt, so thatpt
shall be greater than halb, and takingp andt the nearest points of division tband
c that lie uponfb). Then becauseB pt, tA are commensurable, so are the rectangles
Cp, Dt, and that upompt compleating the square AB. Wherefore, by what has been
said, the probability that the pointwill lie betweenp andt is the ratio ofpt to AB.
But if it lies betweerp andt it must lie betweery andb. Wherefore, the probability it
should lie betweerf andb cannot be less than the ratio ff to AB (sincept is greater
thanfc). And after the same manner you may prove that the foremeediprobability
cannot be greater than the ratiofifto AB, it must therefore be the same.

Lem. 2. The ball W having been thrown, and the lszedrawn, the probability of
the event M in a single trial is the ratio ofa%o AB.

For, in the same manner as in the foregoing lemma, the priityathiat the ball
o being thrown shall rest somewhere upon & between AD ando is the ratio of
Ao to AB. But the resting of the ball between AD ando after a single throw is the
happening of the event M in a single trial. Wherefore the lenigrmanifest.

PROP. 8.

If upon BA you erect the figure BhikmA whose property is this, that (the base
BA being divided into any two parts, asbAand B and at the point of division a
perpendicular being erected and terminated by the figure iandy, x, r representing
respectively the ratio dfm, Ab, and B to AB, and E being the coefficient of the term
which occurs im?b? when the binomiak + b|P*4 is expandedy = EzPr?. | say that
before the ball W is thrown, the probability the pomshould fall betweery andb,
any two points named in the line AB, and withall that the evdnshould happem
times and faily in p + ¢ trials, is the ratio off ghikmb, the part of the figure BhikmA
intercepted between the perpendiculéts bm raised upon the line AB, to CA the
square upon AB.

DEMONSTRATION.

For if not; 1st let it be the ratio of D a figure greater thaghikmb to CA, and
through the points, d, c draw perpendiculars tfb meeting the curve AigBin h, i, k;



the pointd being so placed thal shall be the longest of the perpendiculars terminated
by the line fb, and the curve figB; and the points:, d, ¢ being so many and so
placed that the rectanglés, ci, ei, fb taken together shall differ less froffiyhikmb
than D does; all which may be easily done by the help of the tamjuaf the curve, and
the difference between D and the figytghikmb given. Then sincé; is the longest
of the perpendicular ordinates that insist up@n the rest will gradually decrease as
they are farther and farther from it on each side, as appearsthe construction of the
figure, and consequenthp is greater thary f or any other ordinate that insists upon
ef.

Now if Ao were equal to A, then by lem. 2. the probability of the event M in
a single trial would be the ratio of Ato AB, and consequently by cor. Prop. 1. the
probability of it's failure would be the ratio of 8to AB. Wherefore, ifx andr be
the two forementioned ratios respectively, by Prop. 7. tfubability of the event M
happening times and failingg in p + ¢ trials would be ExPr?. But x andr being
respectively the ratios of Ato AB and Be to AB, if y is the ratio ofeb to AB, then,
by construction of the figure #3, y = ExPr?. Wherefore, if A were equal to A the
probability of the event M happeningtimes and failingy times inp + ¢ trials would
bey, or the ratio ofeb to AB. And if Ao were equal to A, or were any mean between
Ae and Af, the last mentioned probability for the same reasons woelthb ratio of
fg or some other of the ordinates insisting upgh to AB. But eh is the greatest of
all the ordinates that insist uperf. Wherefore, upon supposition the point should lie
any where betweefi ande, the probability that the event M happemtimes and fails
g in p + ¢ trials can’t be greater than the ratio @f to AB. There then being these
two subsequent events. the 1st that the poinill lie betweene and f, the 2d that the
event M will happerp times and failg in p + ¢ trials, and the probability of the 1st
(by lemma 1st) is the ratio eff to AB, and upon supposition the 1st happens, by what
has now been proved, the probability of the 2d cannot be gréan the ratio oéh to
AB it evidently follows (from Prop. 3.) that the probabiliboth together will happen
cannot be greater than the ratio compounded of thaf a6 AB and that ofeh to AB,
which compound ratio is the ratio gfh to CA. Wherefore, the probability that the
pointo will lie betweenf ande, and the event M will happemtimes and failg, is not
greater than the ratio gfh to CA. And in like, manner the probability the poinwill
lie betweere andd, and the event M happen and fail as before, cannot be grbater t
the ratio ofe: to CA. And again, the probability the pointwill lie betweenc andb,
and the event M happen and fail as before, cannot be greatettik ratio obk to CA.
Add now all these several probabilities together, and thain (by Prop. 1.) will be the
probability that the point will lie somewhere betwegmandb, and the event M happen
p times and failg in p 4 ¢ trials. Add likewise the correspondent ratios togethed, an
their sum will be the ratio of the sum of the antecedents to tansequent, i. e. the
ratio of fb, ei, ci, bk together to CA; which ratio is less than that of D to CA, beeaus
D is greater thartfh, ei, ci, bk together. And therefore, the probability that the peint
will lie betweenf andb, and withal that the event M will happentimes and fail in
p + g times, isless than the ratio of D to CA; but it was supposed the same which is
absurd. And in like manner, by inscribing rectangles witthia figure, asg, dh, dk,
cm you may prove that the last mentioned probabilitgisater than the ratio of any
figure less tharf ghikmb to CA.
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Wherefore, that probability must be the ratiofafhikmb to CA.

Cor. Before the ball W is thrown the probability that the gainvill lie somwehere
between A and B, or somewhere upon the line AB, and withalttaevent M will
happerp times, and faily in p + ¢ trials is the ratio of the whole figureiB to ZCA.
But it is certain that the point will lie somewhere upon AB. Wherefore, before the
ball W is thrown the probability the event M will happertimes and failg in p + ¢
trials is the ratio of AB to CA.

PROP. 9.

If before any thing is discovered the place of the peint should appear that the
event M had happenagtimes and failed, in p + ¢ trials, and from hence | guess that
the pointo lies between any two points in the line AB, #sandb, and consequently
that the probability of the event M in a single trial was sorheve between the ratio
of Ab to AB and that of A to AB: the probability | am in the right is the ratio of that
part of the figure AB described as before which is intercepted between perpelads
erected upon AB at the poinfsandb, to the whole figure AB.

For, there being these two subsequent events, the firstibgtdinto will lie be-
tweenf andb; the second that the event M should happdimes and faily in p + ¢
trials; and (by cor. prop. 8.) the original probability obtkecond is the ratio ofi8 to
CA, and (by prop. 8.) the probability of both is the ratiofafhikmb to CA; wherefore
(by prop. 5) it being first discovered that the second has ¢ag, and from hence |
guess that the first has happened also, the probability | aheimight is the ratio of
fghimb to AiB, the point which was to be proved.

Cor. The same things supposed, | guess that the probalilttyecevent M lies
somewhere betweanand the ratio of A to AB, my chance to be in the right is the
ratio of Abm to AiB.

SCHOLIUM.

From the preceding proposition it is plain, that in the caSsuzh an event as |
there call M, from the number of trials it happens and faila tertain number of trials,
without knowing any thing more concerning it, one may givauags whereabouts it's
probability is, and, by the usual methods computing the ritades of the areas there
mentioned see the chance that the guess is right. And thaathe rule is the proper
one to be used in the case of an event concerning the prapaibilvhich we absolutely
know nothing antecedently to any trials made concernirggigms to appear from the
following consideration: viz. that concerning such an éudrave no reason to think
that, in a certain number of trials, it should rather happey @ne possible number
of times than another. For, on this account, | may justlyseaoncerning it as if its
probability had been at first unfixed, and then determinedi@h & manner as to give
me no reason to think that, in a certain number of trials,dusth rather happen any one
possible number of times rather than another. But this istgxthe case of the event
M. For before the ball W is thrown, which determines it's pabbity in a single trial,
(by cor. prop. 8.) the probability it has to happetimes and faily in p + ¢ or n trials
is the ratio of AB to CA, which ratio is the same whern+ ¢ or n is given, whatever
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numberp is; as will appear by computing the magnitude aBAby the method of
fluxions. And consequently before the place of the poiistdiscovered or the number
of times the event M has happenedhitrials, | have not reason to think it should rather
happen one possible number of times than another.

In what follows therefore | shall take for granted that thiegiven concerning the
event M in prop. 9. is also the rule to be used in relation to ergnt concerning the
probability of which nothing at all is known antecedenthaiuy trials made of observed
concerning it. And such and event | shall call an unknown even

Cor. Hence, by supposing the ordinates in the figuiB # be contracted in the
ratio of E to one, which makes no alteration in the proportibthe parts of the figure
intercepted between them, and applying what is said of teateM to an unknown
event, we have the following proposition, which gives thieswf finding the probabil-
ity of an event from the number of times it actually happerd faiis.

PROP. 10.

If a figure be described upon any base AH (Vid. Fig.) havingifsrequation
y = xzPr?; wherey, x, r are respectively the ratios of an ordinate of the figure fimgjs
on the base at right angles, of the segment of the base iptectbetween the ordinate
and A the beginning of the base, and of the other segment dfdke lying between
the ordinate and the point H, to the base as their common quaesg | say then that if
an unknown event has happenstimes and failed in p + ¢ trials, and in the base AH
taking any two points ag andt¢ you erect the ordinatege, tF at right angles with it,
the chance that the probability of an event lies somewheredsn the ratio of A to
AH and that of A to AH, is the ratio oftFCf, that part of the before-described figure
which is intercepted between the two ordinates, to ACFH thele/figure insisting on
the base AH.

This is evident from prop. 9. and the remarks made in the farggscholium and
corollary. @)

Now, in order to reduce the foregoing rule
to practice, we must find the value of the area
of the figure described and the several parts of it
separated, by ordinates perpendicular to its base.
For which purpose, supposéHd = 1 and HO
the square upon AH likewise- 1, and Cf will
be = y, and Af = 2 and Hf = r, because D
y, = andr denote the ratios of § Af, and Hf
respectively to AH. And by the equation of the B
curvey = xPr? and (becauseA+ fH = AH)
r+x = 1. Whereforey = 2P x 1 —z|? =
p+1

_|_

qx%xgvpu_qxq;lx H A

P — qx 5 P ¥

*It will be proved presently in art. 4. by computing in the nmdhhere mentioned that:B contracted
in the ratio of Eto 1 isto CA as 1 ta + 1 x E; from whence it plainly follows that, antecedently to this
contraction, AB must be to CA in the ratio of 1 ta + 1, which is a constant ratio whenis given, whatever
pis.
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q — 13 x zP3 4 &c. Now the abscisse beingand the ordinate? the correspondent

+11 (by prop. 10. cas. 1. Quadrat. Newt.and the ordinate beingePt! the
area |sq”c+2 ; and in like manner of the rest. Wherefore, the abscissegheand the
ordinatey or 2? — gzP*! + &c. the correspondent areaﬁg— - qxzfg +qgx ; X
”;% —gx S x 22 x ”;:1 + &c. Wherefore, itz = Af = 2%, andy = Cf = &,
then ACf = 4§ M =T Lt g x 5 x 20 g,

p
From Wh|ch equatlon |§ be a small number, it is easy to f|nd the value of the ratio

of ACf to HO. and in like manner the value of the ratio of H® HO is Tq:l —p X
a+2 -1 a+3 -1 -2 q+4
"5 TP x B x 3 P X P x P52 x 1 &c. which series will consist of a

few terms and therefore is to be used wipds smaII
2. The same things supposed as before, the ratio gfftA(HO is

gPtT4pa—3 —|—&C

P+l qx pPt2pa-1
p+1 +p+1 p+2 +

1
q =
n+1 ><p+1><p+2><&c ><

p+3,.9—2
X}t X e X s X T
wheren = p + ¢. For this series is the same Wlﬂq— 5
Art. 1st as the value of the ratio of ACto HO; as WI|| eaS|Iy be seen by putting in
the former instead of its valuel — z, and expanding the terms and ordering them
according to the powers af. Or, more readily, by comparing the fluxions of the two

series and in the former insteadmttubstituting—:'cT

rq wp P Pt | p
Inllfe n;lanner the ratio of HCto HO is + 70 X T 1 X
p—1 rdTogP
a2 X s+

4. If E be the coefficient of that term of the binomial- b»*¢ expanded in which
occurs ati”b?, the ratio of the whole figure ACFH to HO isit x ¢, n being= p+¢.
For, when Af = AH 2 = 1, r = 0. Wherefore, all the terms of the series set down
in Art. 2. as expressing the ratio of AQo HO will vanish except the last, and that

1

becomesl— X p% X ZTé x &c. x --. But E being the coefficient in which occurs

aPblis equal toL X p—” x &c. x T. And, because Ais supposed to become AH,
ACf = ACH. From WT\ence this artlcle is plain.

5. The ratio of ACf to the whole figure ACFH is (by Art. 1. and 43 + 1 x
Ex L0 — g x L7 4+ +¢ x 451 x L2 &c. and if, asz expresses the ratio of A
to AH, X should” express the rat|o oftAo AH; the ratio of AR to ACFH Would be
n+1><E><m— p+2 1 p+3
to ACFH isn + 1 x E X4 into the d|fference between the two series. Compare thts wit

*Tis very evident here, without having recourse to Sir Isaawf¥n, that the fluxion of the area AC
. _ . Pl +2 _
beingys — gz?1s + g x L xP+23&c., the fluent or area itself |§pp+pl+”p xqx 5t x
»P+3
N s p+1 p+1l,a—1;
The fluxion of the first series i8Pr%% + L——p + 1 + % +qx q;ﬂ X i
3

p;}rl X m x zPt2ra—24 4 p+1 X Z;é X % x zP+3ra=37 &c. or, substituting— for r, zPrd: —
pPT2pa-2;

p+1l,.q9—1; p+1l,.9—1; p+2,.94-2;
qT T qx T T x T 9— &
Pl ) P 7p+2 +gXx p+1 X &c. which, as all the terms

after the first destroy one another, is equat®e9: = 2P x 1 — z|94 = 2Pz x 1 — q:v + a=ly2gc =

1 zPt2,0-25

xPiPHli 4+ g x quP“:c&c. = the fluxion of the latter series or e‘;f.ﬁ —
series therefore are the same.
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prop. 10. and we shall have the following practical rule.
RULE 1.

If nothing is known concerning an event but that it has happertimes and failed
q in p + q or n trials, and from hence | guess the probability that of itsgeapng in
a single time lies somewhere between any two degrees of lpifithas X andzx, the
chance | am right in my guessis+ 1 x E X into the difference between the series
+1 +2 +2 _ +3 . +1 +2
A — a2 g x 2 4 g x 45 x 22— &c. and the serie§ - — ¢Z +

p+2
g x SLox 2?7 &c. E being the coefficient ai?b? whena + b™ is expanded.

Tﬁis ist +egproper rule to be used wheis a small number; but if is large anch
small, change every where in the series here set gointo ¢ andq into p andx into
rorl—z, and X into R= 1 — X; which will not make any alteration in the difference
between the two serieses.

Thus far Mr. Bayes's essay.

With respect to the rule here given, it is further to be obsdrthat when botlp
andq are very large numbers, it will not be possible to apply it iaqgiice on account
of the multitude of terms which the serieses in it will contaiir. Bayes, therefore, by
an investigation which it would be too tedious to give hewes Heduced from this rule
another, which is as follows.

RULE 2.

If nothing is known concerning an event but that it has happertimes and failed
q in p + ¢ or n trials, and from hence | guess that the probability of itsgepng

in a single trial lies betwee# + z and £ — z; if m? = T a = Bb=4E
the coefficient of the term which occurse&ttb? whena + b|™ is expanded, anil =

n+1 V2pq PHa X A H _ m3z® n—2 . m°2° _ n—2xn—4 . m’2"
= X e x EaPb?X * by the seriesnz 7+ 5= X T g X

Bo2 o B2y Bl o BBy "pgzg &c. my chance to be in the right is greater than
1+ 2EaPb? + 2EaPb? * and less thaquEa;ﬁzqu_ And if p = ¢ my chance is
2 Y exactly. ’

In order to render this rule fit for use in all cases it is onlgessary to know how to
find within sufficient nearness the value of&? and also of the serieaz — @T.

With respect to the former Mr.Bayes has proved that, supgdsito signify the ratio

*In Mr. Bayes's manuscript this chance is made to be grga@ﬂﬁ% and Iess_thaq%ipbq.
The third term in the two divisors, as | have given them, beimgtted. But this being evidently owing to a
small oversight in the deduction of this rule, which | havasen to think Mr. Bayes had himself discovered,
| have ventured to correct his copy, and to give the rule as $atisfied it ought to be given.

TA very few terms of this series will generally give the hypalib logarithm to a sufficient degree of
exactness. A similar series has been given by Mr. De MoivireSihpson and other eminent mathematicians

in an expression for the sum of the logarithms of the numbg2s3, 4, 5, tar, which sum they have asserted

to be equal ta} log .c+z+z + § X10g .2 — T+ 13 — 5e0=7 + T5a0555 &C- ¢ denoting the circumference
of a circle whose radius is unity. But Mr. Bayes, in a precgdiaper in this volume, has demonstrated that,
though this expression will very nearly approach to the ealfithis sum when only a proper number of the
first terms is taken, the whole series cannot express anytityuahall, beause, let: be what it will, there

will always be a part of the series where it will begin to dger This observation, though it does not much

affect the use of this series, seems well worth the noticeathematicians.
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of the quadrantal arc to it's radius,db? will be equal to f = X by theratio whose

2K
ﬁ 1,1 171 ﬁ
hyperbolic logarithmis-5 x 1 — il 360 X3 — 5 m + 1260 T
Tos0 X 7 — 77 — 27+ 1188 X l — -5 — zv &. where the numeral coeff|C|ents may be
found |nthe following manner CaIIthemA B,C,D, E, &c. Than= 55— 2 3 = 3.14
A _ 10B+A 1 30C+2lB+A 1

B—245 3'C 6.7_ 5 - D= 89_ -E—m—
1260+84D+368+A F= 1 462D+3300+165 +55B &C Where the coefficients of

B, C, D E, F, &c. in the values of D, E, F &c are the 2, 3, 4, &ighrest coefficients
ina+0b",a+b° a+ b|*t, &c. expanded; affixing in every particular value the least
of these coefficients to B, the next in magnitude to the fuathetter from B, the next
to C, the next to the furthest but one, the next to D, the nettteédurthest but two, and
so orf.

With respect to the value of the serigs: — @ + ”2—;2 X M &c. he has
observed that it may be calculated directly when is less than 1, or even not greater
than+/3: but whenmz is much larger it becomes impracticable to do this; in which
case he shews a way of easily finding two values of it very gealial between which
it's true value must lie.

The theorem he gives for this purpose is as follows.

Let K, as before, stand for the ratio of the quadrant arc toaiius, and H for the

. . . 2 4 6
ratio whose hyperbolic logarithm &~ — 2= + ==L — 1268517 &c. Then the series

m3z3 n 1—2m222 |%+1
MIN n
mz— "2 &c. will be greater or less than the sené$ X 2 X —
2 1= #‘7&—24—_ 1 2m2e? |50 4 2x5xn’ 1-2m2? |5+ _
nt2 n+4x4m3z3 n+2 n+4xn+6x8mdz7 n+2 n+4xn+6xn+8x16m727

&c. continued to any number of terms, according as the last tes a positive or a
negative sign before it.
From substituting these values ofiEh? andmz — ™2

3 o m‘? &c. in the
2d rule arises a 3d rule, which is the rule to be used whens of some considerable
magnitude.

RULE 3.

If nothing is known of an event but that it has happepéiches and failed in p+q
orn trials, and from hence | judge that the probability of it'ppaning in a single trial

lies betweer +z and2 — = my chance to be right igreater than vKpgxh
n n 2vKpg+hni+hn~2

2H — ili x ol oo 1 oop % |21 and less than—* 22X multiplied

vK n+2 mz 2/Kpq —hnl—hn7§
\/_ n+1 1 2m2z2 Lo | V2 n+1 1
by the 3 termgH — N n+2>< - x1-— |2 +f><—n+2><n+4>< 55 X

1-— 2’”222 |2+2 wherem?, K, h and H stand for the quantities already explained.

*This method of finding these coefficients | have deduced fimendemonstration of the third lemma at
the end of Mr. Simpson’s Treatise on the Nature and Laws oh€ha
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AnAPPENDIX.
CONTAINING

An Application of the foregoing Rules to some particular €as

THE first rule gives a direct and perfect solution in all casesl the two following
rules are only particular methods of approximating to tHetgmn given in the first rule,
when the labour of applying it becomes too great.

The first rule may be used in all cases where either ¢ are nothing or not too
large. The second rule may be used in all cases wherés less thany/3; and the
3d in all cases where:?z2 is greater than 1 and less thgnif n is an even number
and very large. Ifn is not too large this last rule cannot be much wanted, because
m decreasing continually asis diminished, the value of may in this case be taken
large, (and therefore a considerable interval had betéeen: and 2 +- z) and yet the

operation be carried on by the 2d rule;ae not exceed,/3.

But in order to shew distinctly and fully the nature of theg@et problem, and how
far Mr. Bayes has carried the solution of it; | shall give tiesult of this solution in a
few cases, beginning with the lowest and most simple.

Let us then first suppose, of such and event as that called Meire$say, or an
event about the probability of which, antecedently to sjiale know nothing, that it
has happenednce, and that it is enquired what conclusion we may draw from benc
with respect to the probability of it's happening osegond trial.

The answer is that there would be an odds of three to one foewbat more than
an even chance that it would happen on a second trial.

For in this case, and in all others whefes nothing, the expression + 1 x

Xeio _ zrtloop xPHl _ gptl gives the solution, as will appear from considering the

p+2  pl
first rule. Put therefore in this expressipa- 1 = 2, X = 1. andz = % and it will be
T\Z

— 5 or %; which shews the chance there is that the probability of &methat has
happened once lies somewhere between 1éarm (which is the same) the odds that
it is somewhat more than an even chance that it will happensatand trial.

In the same manner it will appear that if the event has hagpemiee, the odds
now mentioned will be seven to one; if thrice, fifteen to orre] a0 general, if the event
has happenegtimes, there will be an odds @P*! — 1 to one, formore than an equal
chance that it will happen on further trials.

Again, suppose all | know of an event to be that it has happ&retimes without
failing, and the enquiry to be what reason we shall have toktkie are right if we
guess that the probability of it's happening in a singld tiégs somewhere betwee}a@
and % or that the ratio of the causes of it's happening to thos¢'ofdilure is some
ratio between that of sixteen to one and two to one. L .

Herep +1 =11, X = £ andz = £ and X¥'*' — gp+l = 1811 _ 2111 — 5013
&c. The answer therefore is, that we shall have very nearlgcaral chance for being

right.

*There can, | suppose, be no reason for observing that onuhjecs unity is always made to stand for
certainty, and% for an even chance.
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In this manner we may determine in any case what conclusionugét to draw
from a given number of experiments which are unopposed byragnexperiments.
Every one sees in general that there is reason to expect ahwith more or less
confidence according to the greater of less number of timeghich, under given
circumstances, it has happened without failing; but we heesexactly what this reason
is, on what principles it is is founded, and how we ought tatatg our expectations.

But it will be proper to dwell longer on this head.

Suppose a solid or die or whose number of sides and constitwe know nothing;
and that we are to judge of these from experiments made iwthgdt.

In this case, it should be observed, that it would be in thadsgdegree improbable
that the solid should, in the first trial, turn any one sidechtgould be assigned before
hand; because it would be known that some side must turn, fetdtiere was an
infinity of sides, or sides otherwise marked, which it wasalydikely that it should
turn. The first throw only shews thé#thas the side then thrown, without giving any
reason to think that it has any number of times rather thanodmgr. It will appear,
therefore, thasfter the first throw and not before, we should be in the circumsanc
required by the conditions of the present problem, and timatwhole effect of this
throw would be to bring us into these circumstances. Thaths: turning the side
first thrown in any subsequent single trial would be an eveouathe probability or
improbability of which we could form no judgment, and of whiwe should know no
more than that it lay somewhere between nothing and ceytaiith the second trial
then our calculations must begin; and if in that trial thesaged solid turns again the
same side, there will arise the probability of three to ora thhas more of that sort
of sides than o#ll others; or (which comes to the same) that there is somewtitst in
constitution disposing it to turn that side oftenest: Anid frobability will increase,
in the manner already explained, with the number of timeshiciwthat side has been
thrown without failing It should not, however, be imagindzt any number of such
experiments can give sufficient reason for thinking thatauld never turn any other
side. For, suppose it has turned the same side in every tmdlian of times. In these
circumstances there would be an improbability that it lesslthan 1.400,000 more of
these sides than all others; but there would also be an irapititly that it hadabove
1.600,000 times more. The chance for the latter is expresseflad? raised to the
millioneth power subtracted from unity, which is equal t644 &c. and the chance
for the former is equal td503300 raised to the same power, or to .4895; which, being
both less than an equal chance, proves what | have said. 8ughht would be thus
improbable that it hadbove 1.600,000 times more odess than 1.400,000 timesiore
of these sides than of all others, it by no means follows trahave any reason for
judging that the true proportion in this case lies somewbete/een that of 1.600,000
to one and 1.400,000 to one. For he that will take the painsakenthe calculation
will find that there is nearly the probability expressed W/7.50r but little more than an
equal chance, that it lies somewhere between that of 608¢0@e and three millions
to one. It may deserve to be added, that it is more probabtehisaproportion lies
somewhere between that of 900,000 to 1 and 1.900,000 to 1bétareen any other
two proportions whose antecedents are to one another a8t 1.900,000, and
consequents unity.

| have made these observations chiefly because they areictllysapplicable to
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the events and appearances of nature. Antecedently to @driexce, it would be
improbable as infinite to one, that any particular eventpl®hand imagined, should
follow the application of any one natural object to anothcause there would be an
equal chance for any one of an infinity of other events. Butdthad once seen any
particular effects, as the burning of wood on putting it ifite, or the falling of a stone
on detaching it from all contiguous objects, then the cosiolis to be drawn from
any number of subsequent events of the same kind would bemdetsl in the same
manner with the conclusions just mentioned relating to thestitution of the solid |
have supposed.——In other words. The first experiment sigubtis be ever made
on any natural object would only inform us of one event thay ritdlow a particular
chance in the circumstances of those objects; but it woulduggest to us any ideas
of uniformity in nature, or give use the least reason to dpgne that it was, in that
instance or in any other, regular rather than irregularsrmofierations. But it the same
event has followed without interruption in any one or morbsggquent experiments,
then some degree of uniformity will be observed; reason éllgiven to expect the
same success in further experiments, and the calculatioested by the solution of
this problem may be made.

One example here it will not be amiss to give.

Let us imagine to ourselves the case of a person just broaghtifito this, world
and left to collect from his observations the order and a@afgvents what powers and
causes take place in it. The Sun would, probably, be the fajstcothat would engage
his attention; but after losing it the first night he would I¢iely ignorant whether he
should ever see it again. He would therefore be in the candif a person making
a first experiment about an event entirely unknown to him. IBuhim see a second
appearance or orreturn of the Sun, and an expectation would be raised in him of a
second return, and he might know that there was an odds of 8tostime probability
of this. This odds would increase, as before representél theé number of returns to
which he was witness. But no finite number of returns wouldufécsent to produce
absolute or physical certainty. For let it be supposed thdids seen it return at regular
and stated intervals a million of times. The conclusions thduld warrant would be
such as follow—— There would be the odds of the millioneth poaf 2, to one, that it
was likely that it would return again at the end of the usutdnval. There would be the
probability expressed by .5352, that the odds for this wagreater than 1.600,000 to
1; And the probability expressed by .5105, that it waslestthan 1.400,000to 1.

It should be carefully remembered that these deductiongsaagpa previous total
ignorance of nature. After having observed for some timethase of events it would
be found for some time the course of events it would be fouatlttie operations of
nature are in general regular, and that the powers and laveh\whevail in it are stable
and parmanent. The consideration of this will cause one emaekperiments often
to produce a much stronger expectation of success in fuettgriments than would
otherwise have been reasonable; just as the frequent altiserthat things of a sort
are disposed together in any place would lead us to conciym® discovering there
any object of a particular sort, that there are laid up withné&ny others of the same
sort. It is obvious that this, so far from contradicting tlesigoing deductions, is only
one particular case to which they are to be applied.

What has been said seems sufficient to shew us what concutsiadraw from
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uniform experience. It demonstrates, particularly, that instedgoraving that events
will always happen agreeably to it, there will be always reason agdiisstonclusion.

In other words, where the course of nature has been the mostacd, we can have
only reason to reckon upon a recurrency of events propatida the degree of this
constancy, but we can have no reason for thinking that ther@@ causes in nature
which will ever interfere with the operations the causes from which thistarcy is
derived, or no circumstances of the world in which it willlfaiAnd if this is true,
supposing our onlylata derived from experience, we shall find additional reason for
thinking thus if we apply other principles, or have recourssuch considerations as
reason, independently of experience, can suggest.

But | have gone further than | intended here; and it is timauta bur thoughts to
another branch of this subject: | mean, to cases where arrimg@ has sometimes
succeeded and sometimes failed.

Here, again, in order to be as plain and explicit as possibléll be proper to put
the following case, which is the easiest and simplest | cank thif.

Let us then imagine a person present at the drawing of ayptt#io knows nothing
of its scheme or of the proportion 8fanksto Prizesin it. Let it further be supposed,
that he is obliged to infer this from the numbefbdinks he hears drawn compared with
the number ofrizes; and that it is enquired what conclusions in these circuntsts
he may reasonably make.

Let him first heaten blanks drawn andneprize, and let it be enquired what chance
he will have for being right if he guesses that the proportbhlanksto prizesin the
lottery lies somewhere between the proportionsof 9to 1 dnib 1.

Here taking X= 1 12, T = %,p =10,¢ =1,n =11, E= 11, the required chance,

according to the first rule, is + 1 x E into the differences betweéﬁr—ll qﬁf and
mil el 12 % 11 x BOEE R AR 07699 &c. There would

p+2 11 12
erefore be an odds of about 923 toa?ﬁu nst his being right. Had he guessed only

in general there were less than 9 blanks to a prize, thereddaye been a probability
of his being right equal to .6589, or the odds of 65 to 34.

Again. suppose that he has heardkénks drawn and Zorizes; what chance will
he have for being right if he makes the same guess?

Here X andx being the same, we have = 22, p = 20, ¢ = 2, E = 231,

H T T Xpt+l —gpt24 1 Xpt+3
and the required chance equal o+ 1 x E x ) T4 X T X
xpt+1 _ qmp+2 qg—1 p+3
T = taxX T X T3 =.10843 &c.

He Wzijll, therefore, have a better chance for being right i filrmer instance, the
odds against him now being 892 to 108 or about 9 to 1. But shioeldnly guess in
general, as before, that there were less than 9 blanks tae, s chance for being
right will be worse; for instead of .6589 or an odds of near twone, it will be .584,
or an odds of 584 to 415.

Suppose, further, that he has heardbfiénks drawn and 4prizes; what will the
before-mentioned chances be?

The answer here is .1525, for the former of these chances5&ddfor the latter.
There will, therefore, now be an odds of orﬂg to 1 against the proportion of blanks
to prizes lying between 9to 1 and 11 to 1; and but little moesthn equal chance that
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itis less than 9 to 1.

Once more. Suppose he has heardd@@ks drawn and 1Qrizes.

The answer here may still be found by the first rule; and thech&or a proportion
of blanks to prizesessthan 9 to 1 will be .44109, and for a proportigreater than 11
to 1.3082. It would therefor be likely that there were fester than 9 omorethan 11
blanks to a prize. But at the same time it will remain unlikeélpat the true proportion
should lie between 9 to 1 and 11 to 1, the chance for this b@b@6 &c. There will
therefore be still an odds of near 3 to 1 against this.

From these calculations it appears that, in the circums&hbave supposed, the
chance for being right in guessing the proportiorbtainks to prizes to be nearly the
same with that of the number bfanks drawn in a given time to the number of prizes
drawn, is continually increasing as these numbers increasktherefore, when they
are considerably large, this conclusion may be looked ugomarally certain. By
parity of reason, it follows universally, with respect toeey element about which a
great number of experiments has been made, that the cau#tsshajppening bear
the same proportion to the causes of its failing, with the benof happenings to the
number of failures; and that, if an event whose cases aresepio be known, happens
oftener or seldomer than is agreeable to this conclusienetwill be reason to believe
that there are some unknown causes which disturb the opesadf the known ones.
With respect, therefore, particularly to the course of és@m nature, it appears, that
there is demonstrative evidence to prove that order of ewehich we observe, and
not from any of the powers of chariceThis is just as evident as it would be, in the
case | have insisted on. that the reason of drawing 10 times bhanks thanprizes
in millions of trials, was, that there were in the wheel absmtnany mordlanksthan
prizes.

But to proceed a little further in the demonstration of thaénp.

We have seen that supposing a person, ignorant of the whiodenscof a lottery,
should be led to conjecture, from hearing Iifl@nks and 10 prizes drawn, that the
proportion ofblanks to prizes in the lottery was somewhere between 9 to 1 and 11 to
1, the chance for his being right would be .2506 &c. Let nomeregwhat this chance
would be in some higher cases.

Let it be supposed thdanks have been drawn 1000 times, and prizes 100 times
in 1100 trials.

In this case the powers of X andrise so high, and the number of terms in the two

. +1 +1 +1 +2 .

seriesest" + — % &c. and 21 — q;:Z &c. become so numerous that it would
require immense labour to obtain the answer by the first fliie necessary, therefore,
to have recourse to the second rule. But in order to make ugélud interval between

X andz must be a little altered?® — 2 is -1, and therefore the interval between

T1 10
10 1 10 1 i i i 11
12 — 45 and$? + 15 will nearly be the same with the interval betwegpand 13,

only somewhat larger. If then we make the question to be; whanhce there would

*| suppose no attentive person will find any difficulty in thiisis only saying that, supposing the interval
between nothing and certainty divided into a hundred egbahces, there will be 44 of them for a less
proportion of blanks to prizes than 9 to 1, 31 for a greaten thhto 1; in which it is obvious that, though
though one of these suppositions must be true, yet, havidg eathem more chances against them than
more them, they are all separately unlikely.

fSee Mr. De Moivre’s Doctrine of Chances, pag. 250.
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be (supposing no more known than that blanks have been di@@dhtimes and prizes

100 times in 1100 trials) that the probability of drawing ari in a single trial would
lie somewhere betweel — -1; and{? + 1; we shall have a question of the same

kind with the previous questions, and deviate but littlerirthe limits assigned in them.
The answer, according to the second rule, is that this cha&cgeater than
2y 2y H 1 2
T=3Earpi ZEarps andless thaR— ==z -7 ", E bemg_ni_ X _Vﬁq x EaPpd x

m323 n—2 m52°
mz — 3 —+ o X 5 &C.
; _ _ _ 1 _ Vn3 _
By making herel000 = p 100 = ¢ 1100 = n 35 = 2z, m = Vi = 1.048808,

EaPb? = § x K—‘/p’_;, b being the ratio whose hyperbolic logarithmgs x £+ — 4 — 1 —
365 X o5 — o5 — q%, + T35 X =5 — 25 — = &C. and K the ratio of the quadrantal arc

toradius; the former of these exprepssions will be found t&/B83, and the latter .9405
&c. The chance enquired after, therefore, is greater th@b3,7and less than .9405.
That is; there will be an odds for being right in guessing thatproportion of blanks
to prizes liesearly between 9to 1 and 11 to 1, (exactly between 9to 1 and 1111 to
99) which is greater than 4 to 1, and less than 16 to 1.

Suppose, again, that no more is known than bhatks have been drawn 10,000
times andorizes 1000 times in 11000 trials; what will the chance now menttbbe?

Here the second as well as the first rule becomes uselessaltie of mz being
SO great as to render it scarcely possible to calculate ttjirde seriemﬁ +

"2—;2 X ’”ZZ — &c. The third rule, therefore, must be used; and the inforomat gives
us is, that the required chance is greater than .97421, cg than an odds of 40 to 1.

By calculations similar to these may be determined uniVigrsahat expectations
are warranted by any experiments, according to the differember of times in which
they have succeeded and failed; or what should be thoughegirbbability that any
particular cause in nature, with which we have any acquaggtawill or will not, in
any single trial, produce an effect that has been conjoirdity

Most persons, probably, might expect that the chances isgbeimen | have given
would have been greater than | have found them. But this dmyws how liable we
are to be in error when we judge on this subject independefitbalculation. One
thing, however, should be remembered here; and that is atiewaness of the interval
between% + 1—10 and% — %10. Had this interval been taken a little larger, there would
have been a considerable difference in the results of tloelletions. Thus had it been
taken double, ot = % it would have been found in the fourth instance that instdfad
odds against there were odds for being right in judging thaftrobability of drawing
a blank in a single trial lies betwedff + £ and1? — L.

The foregoing calculations further shew us the uses andcctieté the rules laid
down in the essay. 'Tis evident that the two last rules do reg gs the required
chances within such narrow limits as could be wished. Bue lagrain it should be
considered, that these limits become narrower and narrageris taken larger in
respect ofp; and wherp andq are equal, the exact solution is given in all cases by the
second rule. These two rules therefore afford a directicmutqudgment that may be

of considerable use till some person shall discover a baperoximation to the value
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of the two series’s in the first rule

But what most of all recommends the solution in tBisay is, that it is compleat
in those cases where information is most wanted, and wher®&Koivre’s solution
of the inverse problem can give little of no direction; | meemall cases where either
p or g are of no considerable magnitude. In other cases, or whamd ¢ are very
considerable, it is not difficult to perceive the truth of whas been here demonstrated,
or that there is reason to believe in general that the chdiocdke happening of an
event are to the chances for its failure in the saati® with that ofp to ¢. But we shall
be greatly deceived if we judge in this manner when either g are small. And tho’
in such cases thBata are not sufficient to discover the exact probability of anngve
yet it is very agreeable to be able to find the limits betweercthvit is reasonable to
think it must lie, and also to be able to determine the pretdéggee of assent which is
due to any conclusions or assertions relating to them.

Since this was written | have found a method of con&derablprbving the approximation in the 2d

and 3d rules by demonstrating the expressw comes almost as near to the true value
a

wanted as there is reason to desire, only always somewlsatifesems necessary to hint this here; though
the proof of it cannot be given.
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